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ABSTRACT
In this paper, we propose MCUBERT to enable language models
like BERT on tiny microcontroller units (MCUs) through network
and scheduling co-optimization. We observe the embedding table
contributes to the major storage bottleneck for tiny BERT models.
Hence, at the network level, we propose an MCU-aware two-stage
neural architecture search algorithm based on clustered low-rank
approximation for embedding compression. To reduce the infer-
encememory requirements, we further propose a novel fine-grained
MCU-friendly scheduling strategy. Through careful computation
tiling and re-ordering as well as kernel design, we drastically in-
crease the input sequence lengths supported on MCUs without any
latency or accuracy penalty. MCUBERT reduces the parameter size
of BERT-tiny and BERT-mini by 5.7× and 3.0× and the execution
memory by 3.5× and 4.3×, respectively. MCUBERT also achieves
1.5× latency reduction. For the first time, MCUBERT enables light-
weight BERT models on commodity MCUs and processing more
than 512 tokens with less than 256KB of memory.

KEYWORDS
MCU, BERT, MCU-aware NAS, MCU-friendly Scheduling Optimiza-
tion, Custom Kernel Design

1 INTRODUCTION
IoT devices based on microcontroller units (MCUs) are ubiquitous,
enabling a wide range of speech and language applications on
the edge, including voice assistant [9, 38], real-time translation
[40, 45], smart home [35], etc. Language models (LMs), e.g., BERT
[13], are fundamental to these applications. While cloud off-loading
is heavily employed for LM processing, it suffers from high latency
overhead, privacy concerns, and a heavy reliance onWiFi or cellular
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Figure 1: Enabling BERT on MCUs faces memory challenges:
(a) the Flash storage limits themodel size; (b) the SRAMmem-
ory limits the peak execution memory; (c) for long sequence
lengths, memory requirements of bothMHA andmulti-layer
perceptron (MLP) become bottleneck.

networks [3, 16]. Hence, there is a growing demand for deploying
BERT-like LMs on MCUs.

Though appealing, enabling BERT on MCUs is very challenging.
On one hand, MCUs only have a very simple memory hierarchy
with highly constrainedmemory budgets [3, 5]. For example, a state-
of-the-art (SOTA) ARM Cortex-M7 MCU only has 320 KB static
random-access memory (SRAM) to store intermediate data, e.g.,
activation, and 1 MB Flash to store program and weights, directly
limiting the peak execution memory and the total parameter size of
LMs [3, 5, 23, 24]. As shown in Figure 1, evenwith 8-bit quantization,
the BERT-tiny model [4, 36] exceeds the SRAM and Flash capacity
by more than 2.3× and 4.3×, respectively.

On the other hand, the computation graph of a Transformer
block in BERT is more complex when compared with convolutional
neural networks (CNNs): each multi-head attention (MHA) block
not only comprises moreMCU-unfriendly tensor layout transforma-
tion operators, e.g., reshape, transpose, etc, but also organizes them
with linear operators in a more complex topology. Naively execut-
ing these operators can result in significant memory consumption
and poor performance [5, 18].

Existing works, however, cannot resolve these challenges. Most
SOTA BERT designs [19, 21, 32] and network optimization designs
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Table 1: Comparison with prior-art methods (Opt represents
Optimization).

Method Platform Model Network Opt Scheduling Opt
MLP MHA Kernel

[3] MCU CNN Conv - - ✗

[23, 24] MCU CNN Conv - - !

[22] MCU ViT MLP ! ✗ !

[32] GPU BERT Linear ✗ ✗ ✗

[11] GPU BERT - ✗ ! !

Ours MCU BERT Embedding ! ! !

[39, 44] focus on large BERT models on GPUs or smartphones.
As the memory and storage of these platforms are much more
abundant than MCUs, these methods usually focus on optimizing
the Transformer layers for better latency. Another class of works
[3, 15, 23, 24] develop MCU-friendly CNNs by jointly optimizing
the network architecture and scheduling, which, however, cannot
be directly applied to BERT.

In this paper, we propose MCUBERT, a network and scheduling
co-optimization framework to enable BERT on commodity MCUs
for the first time. We observe for small BERT models, e.g., BERT-
tiny, the embedding table accounts for the major storage bottleneck
and thus, propose to leverage the MCU-friendly clustered low-rank
approximation for embedding compression. We further propose
an MCU-aware two-stage differentiable neural architecture search
(NAS) algorithm to improve the accuracy of compressed models.
To reduce the execution memory usage and latency, we observe
the execution of a Transformer block can be carefully tiled with-
out accuracy penalty and develop an MCU-friendly fine-grained
scheduling algorithm. Our contributions can be summarized as
follows:

• We propose an MCU-aware two-stage NAS algorithm based
on clustered low-rank approximation for embedding com-
pression to overcome the storage bottleneck.

• To reduce the execution peak memory and latency, we pro-
pose MCU-friendly scheduling optimization for the Trans-
former block.

• MCUBERT can reduce the model size by 5.7× and 3.0× as
well as the peak memory by 3.5× and 4.3× for BERT-tiny and
BERT-mini, respectively, enabling to process more than 512
tokens simultaneously with less than 256KB SRAM. MCU-
BERT also achieves 1.5× and 1.3× latency reduction com-
pared to SOTA inference engines, CMSIS-NN and [5], respec-
tively.

2 RELATEDWORKS
2.1 Model Deployment on MCUs.
There are two main approaches to deploy models on MCUs, inter-
pretation [8, 12] and code generation [5, 23, 24]. The interpretation-
based methods embed an on-device runtime interpreter to sup-
port flexible model deployment but require extra memory to store
meta-information and extra time for runtime interpretation. Code-
generation-based methods directly compile the given model into
target code to save memory and reduce inference latency. MCU-
BERT uses a code generation method that is more specialized for

our target model and device, leading to lower latency and lower
memory usage.

2.2 Network efficiency optimization.
Network efficiency is very important for the overall performance
of deep learning systems and has been widely studied. We focus on
reviewing the model optimizations targeting at MCUs and for LMs.

Deep learningmodels need tomeet the tight storage andmemory
constraints to run on MCUs. Previous works propose network and
scheduling optimization as summarized in Table 1. [3, 24, 31] com-
press CNNs with NAS to meet the storage constraints. [5] deploys
small Transformer models which already satisfy the memory con-
straints of MCUs. [22] deploys vision transformer (ViT) on MCUs
mainly by compressing the MLP layers and searching the token
numbers. However, there are new challenges for deploying BERT
on MCUs. First, compared to tiny CNNs and small Transformer
models, BERT models have more parameters. Second, the mem-
ory bottleneck of BERT inference mainly lies in the MHA block
when sequence length is long, which is shown in Figure 1(c). The
computation of MHA block is more complex compared with CNN
blocks and MLP layers, bringing new challenges for scheduling op-
timization. We propose MCUBERT to first deploy BERT, the most
representative encoder transformer model, on MCUs.

Though no existing works deploy BERT models on MCUs, there
are network optimization algorithms proposed for LMs on other
platforms, e.g., GPUs, such as pruning [6, 10, 34, 41], quantiza-
tion [2, 28, 33, 43], low-rank factorization [1, 7, 17, 21, 25], etc.
As MCUs do not natively support low-bit quantization or sparse
computation, low-rank factorization is usually more MCU-friendly.
Existing works such as Distilled Embedding [25] and Albert [21]
leverage low-rank factorization based on singular value decompo-
sition (SVD) for embedding compression and prune singular values
with small magnitudes. Adaptive embedding [1] compresses the
embedding table with clustered low-rank approximation: it divides
the tokens in an embedding table into clusters first and applies low-
rank approximation with different ratios to each cluster based on
the cluster importance. Adaptive embedding empirically leverages
token frequency as the proxy metric for its importance, which leads
to high accuracy degradation.

There are also scheduling optimization proposed for Transformer
models on GPUs. FlashAttention [11] only computes the attention
score tensor partially each time and repetitively update the accumu-
lation of the partial sum to drastically reduce the execution memory.
There are also previous works like [14, 30, 42] that use kernel fusion
to reduce memory usage and accelerate inference. However, these
methods usually do not consider quantization and targets at both
training and inference. Our scheduling optimization is inspired by
these methods but is more MCU-friendly.

As shown in Table 1, our proposed MCUBERT first deploys
transformer model BERT on MCUs. MCUBERT compresses the em-
bedding table, which account for most of the parameters and can’t
be stored in MCU. Besides MLP block, We also carefully optimize
the MHA block, which comprises more MCU-unfriendly operators
and can also be the memory bottleneck of BERT inference. Com-
pared with GPU-based methods, MCUBERT conduct network and
scheduling optimization in a more MCU-friendly mode.



Table 2: Notations used in the paper.

Notations Meanings
𝑣 Vocabulary size

𝑠, ℎ, 𝑑 Sequence length, # heads, and embedding dimension
𝑐 # clusters

𝑖, 𝑗, 𝑙 Loop variables for clusters, tokens, and singular values
𝑡 Sequence length each tile

𝑈 ,𝑉 Unitary matrices generated by SVD
𝑈𝑖 ,𝑉𝑖 Embedding table and linear projection for the 𝑖𝑡ℎ cluster
𝑈𝑖, 𝑗 Embedding vector for the 𝑗𝑡ℎ token in 𝑖𝑡ℎ cluster
Σ Vector of singular values
𝛼, 𝛽 NAS parameters for embedding compression
𝛼 𝑗,𝑖 NAS parameters for 𝑗𝑡ℎ token in 𝑖𝑡ℎ cluster in first stage NAS
𝛽𝑖,𝑙 NAS parameters for 𝑙𝑡ℎ singular value in 𝑖𝑡ℎ cluster in second stage NAS
𝛽∗
𝑖

Threshold for NAS parameters in 𝑖𝑡ℎ cluster in second stage NAS
𝑀, 𝑁,𝐾 Loop ranges of a matrix multiplication
𝑚,𝑛, 𝑘 Loop variables of a matrix multiplication

3 MCUBERT: MCU-FRIENDLY
NETWORK/SCHEDULING
CO-OPTIMIZATION

3.1 Motivations and Overview
We now discuss our observations on key challenges that prevent
running BERTs directly on MCUs and introduce the overall flow
of MCUBERT. The notations used in the section is summarized in
Table 2.

Observation 1: the tightMCU Flash storage limitsmodel size
and forces to use small BERTmodels, for which the embedding
table becomes the major bottleneck. To satisfy the Flash storage
constraints of MCUs, which is often less than 2 MB [3, 24], we
are forced to consider only small BERT models, e.g., BERT-tiny
and BERT-mini [13], which have lower embedding dimensions and
fewer Transformer layers. However, there still exists a 4.3× gap
between the model size and the MCU Flash, even for BERT-tiny
with 8-bit quantization. As shown in Figure 1(a), the embedding
table contributes to more than 90% of the parameters of BERT-tiny
and becomes the major bottleneck. Hence, embedding compression
is required to enable BERT on MCUs.

Observation 2: the MCU SRAM size limits the execution
peak memory of both MHA and MLP, especially for long se-
quence lengths. During BERT inference, all the activations need
to be stored in the MCU SRAM. Although Flash paging and re-
materialization has been proposed [27] to reduce the SRAM re-
quirements, the introduced Flash access and re-computation incur
high power and latency overhead. As shown in Figure 1(c), with the
increase of the sequence length, the peak memory of both MHA and
MLP increases significantly and quickly exceed the MCU SRAM
limit. Depending on the sequence length, both MLP and MHA can
be the memory bottleneck. Meanwhile, as shown in Figure 1(b),
for a long input sequence, the score matrix in MHA incurs highest
memory consumption. Therefore, both MLP and MHA, especially
the score matrix, needs to be optimized to enable processing long
sequences.

Observation 3: the naive design of computation kernels in-
troduces non-negligible latency overhead. Both MHA and MLP

Pre-trained model

NAS for
Token Clustering

NAS for low-rank 
approximation ratio

MLP Scheduling

Deployment on 
MCU

MHA Scheduling 

Kernel Design 

Figure 2:MCUBERToverview. (Params stands for parameters,
Acc stands for MNLI accuracy, and OOM stands for out of
memory.)

involve many linear/batched matrix multiplication operators with
large shapes. MHA further complicates the inference with extensive
tensor shape transformation operators, e.g., reshape, transpose, etc.
Naive kernel implementation, e.g., CMSIS-NN, cannot well utilize
the hardware resource and suffers from over 30% latency overhead.
To improve the resource utilization, it is important to leverage the
memory locality and the instruction-level parallelism (ILP) of MCU.
Memory access patterns can also be designed to fuse the tensor
shape transformation operators with the linear operators. All of
these require dedicated kernel optimization.

MCUBERT overview. Based on these observations, we propose
MCUBERT, an MCU-friendly network/scheduling co-optimization
framework to enable BERT models on tiny devices. The overview of
MCUBERT is shown in Figure 2. MCUBERT leveragesMCU-friendly
clustered low-rank approximation for embedding compression and
features a MCU-aware two-stage NAS to explore the trade-off be-
tween accuracy and model sizes, enabling to reduce the model size
and fit BERT models into the MCU Flash storage. To enable process-
ing long sequences, MCUBERT proposes MCU-friendly scheduling
optimization. By tiling and re-ordering the computation as well as
designing efficient kernels, inference peak memory and latency can
be reduced without accuracy penalty. Such optimization enables to
support more than 512 tokens on a small MCU with less than 256
KB SRAM.

Note while we focus on optimizing BERT-like encoder LMs for
MCUs, our proposed techniques, including embedding compression
and scheduling optimization, can benefit GPT-like decoder LMs
[29] on MCUs as well. Decoder LMs face more challenges on the
storage and dynamic shape induced by the KV cache, which we
leave for future research.

3.2 MCU-aware NAS for Embedding
Compression

MCU-aware NAS Formulation. To reduce the parameter size
and satisfy the tight Flash storage constraint, we propose embed-
ding compression based on clustered low-rank approximation fol-
lowing [1], which is more MCU-friendly as MCUs do not natively
support sub-8-bit quantization or sparse computation. Following
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Figure 3: Our proposed NAS search formulation for embed-
ding compression.

[1], we set the number of clusters to 4 and show its impact in abla-
tion study. Two important questions remain to be answered: 1) how
to cluster the tokens and 2) how to determine the approximation
ratio for each cluster. We propose differentiable NAS to guide the
compression directly with task loss.

Let 𝑐 denote the number of clusters and Emb𝑖 denote the em-
bedding table for 𝑖-th cluster, where 0 ≤ 𝑖 ≤ 𝑐 − 1. To enable NAS
for token clustering, as shown in Figure 3, we introduce trainable
architecture parameters 𝛼 (0 ≤ 𝛼 ≤ 1) for each token in the vocab-
ulary. Let 𝑣 denote the vocabulary size. Then, for the 𝑗-th token
(0 ≤ 𝑗 ≤ 𝑣 − 1), we define {𝛼 𝑗,0, . . . , 𝛼 𝑗,𝑐−1}, where

∑𝑐−1
𝑖=0 𝛼 𝑗,𝑖 = 1.

Then, the embedding for the 𝑗-th token becomes:

𝛼 𝑗,0Emb0 [ 𝑗] +
𝑐−1∑︁
𝑖=1

𝛼 𝑗,𝑖Emb𝑖 [ 𝑗], (1)

where Emb𝑖 [ 𝑗] denotes the embedding vector of 𝑗-th token from
the 𝑖-th embedding table.

To leverage NAS for low-rank approximation, instead of directly
searching the reduced dimension for each embedding table, we
apply singular value decomposition (SVD) and search the singular
values that can be pruned, which enables to better inherit the pre-
trained weights and is crucial for BERT compression. Specifically,
we first decompose Emb𝑖 with SVD as 𝑈𝑖Diag(Σ𝑖 )𝑉⊤

𝑖
, where 𝑈𝑖

and 𝑉𝑖 are unitary matrices, Σ𝑖 is the vector of singular values, and
Diag(Σ𝑖 ) represents the diagonal matrix with singular values in
Σ𝑖 filled in the diagonal. We also introduce architecture parame-
ters 𝛽 (0 ≤ 𝛽 ≤ 1) for each cluster. For the 𝑖-th cluster, we define
{𝛽𝑖,0, . . . , 𝛽𝑖,𝑑−1}, where 𝑑 is the embedding dimension, to indicate
the importance of each singular value. Then, we have

Emb𝑖 = 𝑈𝑖Diag(𝛽𝑖,0Σ𝑖,0, . . . , 𝛽𝑖,𝑑−1Σ𝑖,𝑑−1)𝑉⊤
𝑖 . (2)

Based on 𝛼 and 𝛽 , the embedding size for the 𝑖-th cluster can be
approximated as

Size(Emb𝑖 ) =
∑︁
𝑙

𝛽𝑖,𝑙 (𝑑 +
∑︁
𝑗

𝛼 𝑗,𝑖 ), (3)

where
∑

𝑗 𝛼 𝑗,𝑖 approximates the number of tokens for 𝑖-th cluster.∑
𝑙 𝛽𝑖,𝑙

∑
𝑗 𝛼 𝑗,𝑖 and

∑
𝑙 𝛽𝑖,𝑙𝑑 represent the size of low-rank approx-

imated 𝑈𝑖 and 𝑉⊤
𝑖
, respectively. We introduce ℓ1-penalty of the

embedding table size into the objective function to encourage a
lower parameter size:

min
𝛼,𝛽

min
𝑤

ℓ𝑤,𝛼,𝛽 + 𝜆
∑︁
𝑖

Size(Emb𝑖 ) . (4)

where𝑤 denotes the model parameters and 𝜆 is the hyperparameter
to balance model size and accuracy. 𝛼 , 𝛽 , and𝑤 are trained together.
Upon convergence, for the 𝑗-th token, we determine its cluster by
argmax𝑖𝛼 𝑗,𝑖 , while for the 𝑖-th cluster, we set a threshold 𝛽∗

𝑖
and

only keep the 𝑙-th singular values with 𝛽𝑖,𝑙 > 𝛽∗
𝑖
.

Improving NAS Convergence. In practice, we find that search-
ing token clustering and low-rank approximation ratio, i.e., 𝛼 and 𝛽 ,
simultaneously makes the differentiable NAS training unstable and
directly degrades the accuracy of the searched models. As shown
in Figure 7, the accuracy of the searched models is even lower com-
pared to the baseline adaptive embedding [1]. We hypothesize this
is because of the large discrepancy of optimal low-rank approxima-
tion ratios for different clusters. Because the token clustering keeps
changing during NAS, some singular values in a certain cluster
may be incorrectly preserved due to tokens that eventually belong
to a different cluster. These incorrectly preserved singular values
in turn may impact the token clustering, leading to sub-optimal
results.

To encourage the NAS convergence, we decompose the search
space and propose a two-stage NAS strategy: in the first stage, we
fix different low-rank approximation ratios for each cluster, and
only search the token clustering, i.e., 𝛼 . The approximation ratios
are chosen following [1]. Then, in the second stage, given the fixed
token clustering, we search the best approximation ratio for each
cluster, i.e., 𝛽 . While we can iterate back to the first stage with
updated approximation ratios, we empirically find it is not neces-
sary. We hypothesize this is because the token clustering reflects
the token importance, which should remain stable for different
low-rank approximation ratios. The algorithm details are shown in
Algorithm 1, 2, and 3. We guide the NAS with knowledge distilla-
tion (KD) to improve convergence following [32]. We simply use
the trained full model as the teacher.

Our proposed two-stage NAS incurs low training cost as only a
few training epochs (less than 2) are needed for each stage. After
the two-stage NAS, we quantize both the weights and activations
to 8 bits and fine-tune the compressed model with KD to get the
final deployable model.

3.3 MCU-friendly Scheduling Optimization
We now introduce our MCU-friendly scheduling optimization to
reduce the inference memory and latency. We optimize the sched-
uling of both MHA and MLP since and also optimize the kernel
implementation for MHA for better efficiency.



Algorithm 1 Searching for Token Clustering
Input: Embedding matrix 𝐸𝑚𝑏, vocabulary size 𝑣 , # clusters 𝑐 ,

embedding dimension 𝑑 , division value 𝑑𝑖𝑣 , # training epochs
𝑒𝑝𝑜𝑐ℎ𝑠

Output: Clustering results 𝑐𝑙𝑠
1: 𝛼 𝑗,𝑖 =

1
𝑐 ∀𝑗, 𝑖

2: 𝑈0 = 𝐸𝑚𝑏
⊲ The embedding table of first cluster is not factorized

3: for 𝑖 = 1, . . . , 𝑐 − 1 do
4: 𝑈𝑖 ,𝑉

𝑇
𝑖

= LowRankFactorization(𝐸𝑚𝑏, 𝑑
𝑑𝑖𝑣𝑖

)
⊲ Factorize the embedding table of other clusters except
the first cluster

5: end for
6: Define the embedding of 𝑗-th token: 𝛼 𝑗,0𝑈0, 𝑗 +

∑𝑐−1
𝑖=1 𝛼 𝑗,𝑖𝑈𝑖, 𝑗𝑉

𝑇
𝑖

⊲ 𝑉0 is excluded as the embedding table of the first cluster is
not factorized

7: for 𝑧 = 0, . . . , 𝑒𝑝𝑜𝑐ℎ𝑠 − 1 do
8: Fix 𝛼 and update weights𝑤 by descending ∇𝑤ℓ (𝑤, 𝛼)
9: Fix𝑤 and update architecture parameters 𝛼 by descending

∇𝛼 (ℓ (𝑤, 𝛼) + 𝜆
∑
𝑖 Size(𝐸𝑚𝑏𝑖 ))

10: end for
11: 𝑐𝑙𝑠 [ 𝑗] = argmax𝑖 (𝛼 𝑗,𝑖 ) ∀𝑗
12: return 𝑐𝑙𝑠

Algorithm 2 LowRankFactorization
Input: Matrix to be factorized𝑀𝑎𝑡𝑟𝑖𝑥 ; Factorization ratio 𝑟
Output: Factorization Results𝑈 and 𝑉𝑇

1: 𝑈 ,Diag(Σ),𝑉𝑇 = SVD(𝑀𝑎𝑡𝑟𝑖𝑥)
⊲ Diag(Σ) denotes the diagonal matrix filled with vector Σ

2: Σ = Σ[0 : 𝑟 ]
3: 𝑈 = 𝑈 [:, 0 : 𝑟 ] Diag(Σ1/2)
4: 𝑉𝑇 = Diag(Σ1/2) 𝑉𝑇 [0 : 𝑟, :]
5: return𝑈 ,𝑉𝑇

Figure 4: MLP scheduling to reduce peakmemory. The tensor
in yellow will be saved in SRAM at memory bottleneck.

MLP Scheduling. The memory bottleneck of MLP comes from
the second linear layer. As shown in Figure 4(a), 3 tensors need to be
stored, whose sizes add up to 6 ·𝑠 ·𝑑 . We observe the computation of
different tokens in an MLP is independent. This enables us to divide
the input activation into tiles along the token dimension. Assume
each tile has 𝑡 tokens. Then, we can re-order the computation to
finish all the MLP computations for one tile before moving to the
next tile. Moreover, we can also perform an in-place addition with

Algorithm 3 Searching for Low-Rank Approximation Ratio
Input: Embedding matrix 𝐸𝑚𝑏, vocabulary size 𝑣 , # clusters 𝑐 ,

embedding dimension 𝑑 , # training epochs 𝑒𝑝𝑜𝑐ℎ𝑠 , importance
threshold 𝛽∗, searched token clustering 𝑐𝑙𝑠

Output: Low-rank approximation ratios 𝑟𝑎𝑡𝑖𝑜𝑠
1: 𝛽𝑖,𝑙 = 𝛽

∗
𝑖

∀𝑖, 𝑙
2: Divide the 𝐸𝑚𝑏 into 𝑐 parts 𝐸𝑚𝑏0, . . . , 𝐸𝑚𝑏𝑐−1 according to

token clustering 𝑐𝑙𝑠
3: 𝑈0 = 𝐸𝑚𝑏0

⊲ The embedding table of first cluster is not factorized
4: for 𝑖 = 1, . . . , 𝑐 − 1 do
5: 𝑈𝑖 ,Diag(Σ𝑖,0, . . . , Σ𝑖,𝑑−1),𝑉𝑇

𝑖
= SVD(𝐸𝑚𝑏𝑖 )

⊲ Factorize the embedding table of other clusters except the
first cluster

6: end for
7: Define embedding of 𝑗-th token in 𝑖-th cluster (for 𝑖 ≥ 1):
𝑈𝑖, 𝑗 · Diag(𝛽𝑖,0Σ𝑖,0, . . . , 𝛽𝑖,𝑑−1Σ𝑖,𝑑−1)𝑉𝑇

𝑖
8: For the first cluster, the embedding of 𝑗-th token is𝑈0, 𝑗
9: for 𝑧 = 0, . . . , 𝑒𝑝𝑜𝑐ℎ𝑠 − 1 do
10: Fix 𝛽 and update weights𝑤 by descending ∇𝑤ℓ (𝑤, 𝛽)
11: Fix𝑤 and update architecture parameters 𝛽 by descending

∇𝛽 (ℓ (𝑤, 𝛽) + 𝜆
∑
𝑖 Size(𝐸𝑚𝑏𝑖 ))

12: end for
13: Initialize 𝑟𝑎𝑡𝑖𝑜𝑠 [𝑖] = 0 ∀𝑖
14: for 𝑖 = 1, . . . , 𝑐 − 1 do
15: for 𝑙 = 0, . . . , 𝑑 − 1 do
16: 𝑟𝑎𝑡𝑖𝑜𝑠 [𝑖]+ = 1 if 𝛽𝑖,𝑙 > 𝛽∗

𝑖
⊲ Only save singular values whose importance is larger
than threshold

17: end for
18: end for
19: return 𝑟𝑎𝑡𝑖𝑜𝑠

the residual and directly overwrite the 𝑡 input tokens as shown
in Figure 4(b). Thereby, we can reduce the execution memory to
𝑠 ·𝑑+𝑡 ·5𝑑 . As 𝑡 is usually much smaller than 𝑠 , 6×memory reduction
can be achieved. In practice, by analytically computing the relation
between 𝑡 and the peak memory usage, we can directly choose 𝑡
based on the MCU SRAM size. Hence, such scheduling optimization
incurs negligible latency overhead on commodity MCUs.

MHA Scheduling. Unlike MLP, the computation of different
tokens depends on each other, making it hard to fully tile the MHA
computation. We observe the following optimization opportunities:
1) the computation of each head is independent, and 2) the score
tensor accounts for the major bottleneck, shown in Figure 1, and
its computation can be tiled along token dimension.

Based on the observation, we propose a new MHA scheduling in
Figure 5(b). We first tile the computation along the head dimension,
i.e., ℎ, and then, further tile the query tensor along the token di-
mension. This indicates we compute the attention between 𝑡 tokens
and all the 𝑠 tokens per head each time. It enables us to reduce the
memory of the score matrix, breaking the quadratic increase of
execution memory into a linear increase with 𝑠 . Again, we carefully
choose 𝑡 considering both memory constraints and computation
parallelism to minimize latency overhead.



Figure 5: MHA scheduling to reduce the tensor transforma-
tion latency and peak memory.

Our proposed MHA scheduling shares similarities with FlashAt-
tention [11], which tiles the key and valuematrix. However, FlashAt-
tention requires updating the output matrix repetitively. Either the
output matrix has to be stored in high precision, leading to a higher
peak execution memory, or quantization and de-quantization oper-
ations are needed during each output accumulation step, bringing
heavy computation pressure and accuracy loss. Our method is more
MCU-friendly and will not face such issues.

Kernel Design Optimization. The scheduling optimization
reduces the peak memory for MLP and MHA. To reduce latency,
we also design optimized kernels for each tile of computation.

First, we apply a two-level loop blocking to better fit into the
Register-SRAM hierarchy of MCU. Figure 6 illustrates the kernel
design for each tile of the matrix multiplication/linear operator.
The innermost block is referred to as a micro-kernel, which com-
putes entirely on registers. Properly setting its shape helps exploit
register-level locality, thus reducing inference latency. In our ex-
periments, we set the micro-kernel shape to [M, N, K] = [4, 2, 4]. In
comparison, CMSIS-NN [20] employs a shape of [1, 2, 4], which ex-
hibits lower locality and decreases performance. Second, we unroll
the reduction loop with a factor of 64 to harness the ILP of MCU
and better utilize the hardware instruction pipeline. Moreover, by
designing the memory access patterns for the linear operators, we
fuse all the tensor shape transformation operators and avoid ded-
icated memory accesses. The kernel design optimization enables
to fully leverage the hardware characteristics of MCUs for more
efficient BERT processing.

4 EXPERIMENTS
4.1 Experiment Setup

Dataset. We search and evaluate our models on the General Lan-
guage Understanding Evaluation (GLUE) benchmark [37], which

M0 = 4, N0 = 2, K0 = 64;
FOR(m1, M / M0) FOR(n1, N / N0) {

reg_c[M0][N0], reg_a[M0][4], reg_b[N0][4];
FOR(k1, K / K0) UR_FOR(k0, K0 / 4) {

UR_FOR(m0, M0) LDx4(&reg_a[m0], ...);
UR_FOR(n0, N0) LDx4(&reg_b[n0], ...);
UR_FOR(m0, M0) UR_FOR(n0, N0) 
reg_c[m0][n0] += DOTx4(reg_a[m0], reg_b[n0]); } }

Exploit RLL Exploit ILP

Micro-Kernel 
with shape

[M, N, K] = [4, 2, 4]

Reduction Loop Unrolling

ILP: Instruction Level Parallelism
RLL: Register Level Locality

Figure 6: Matrix multiplication kernel design of MCUBERT.
UR_FOR means fully unrolled for-loop. LDx4 means loading
4 consecutive elements from SRAM to the register. DOTx4
means computing dot-product of two 4-element vectors using
SIMD instruction (e.g., SMLAD for ARM Cortex-M MCU). The
quantization and writing-back operations are omitted here.

Table 3: Accuracy comparison on MNLI. The ratio of the first
cluster is not shown as it equals to embedding dimension
(Emb stands for embedding, params stands for parameters,
and Acc stands for accuracy).

Model Clustering Cutoffs Ratios Emb Total Acc (%)Params (M) Params (M)
BERT-tiny - - 3.907M 4.300M 70.01%
FWSVD - - 0.368M 0.761M 60.83%

Adaptive Emb 1000,4000,10000 32,8,2 0.318M 0.712M 67.01%

MCUBERT-tiny 510,1065, 1915 109, 18, 2 0.231M 0.624M 68.33%
1218, 2534, 4061 54, 2, 2 0.307M 0.700M 69.18%

BERT-mini - - 7.814M 10.960M 74.80%
Adaptive Emb 1000,4000,10000 64, 16, 4 0.648M 3.794M 69.25%

MCUBERT-mini
1014, 3348, 4912 41, 41, 2 0.492M 3.638M 71.89%
1354, 4301, 6094 41, 42, 2 0.613M 3.759M 72.59%
1871, 5591, 7788 52, 18, 2 0.779M 3.925M 74.22%

is a collection of text classification tasks. For most evaluations
and comparisons, we leverage the Multi-Genre Natural Language
Inference Corpus (MNLI) dataset, which is the largest dataset in
GLUE.

Searching setting. We select lightweight BERT models, i.e.,
BERT-tiny and BERT-mini for our experiments, and the pre-trained
models are adopted from [4, 36]. For NAS, we use AdamWoptimizer
with a zero weight decay. We use a batch size of 32 for training and
set the learning rate to 5 × 10−5.

Model deployment. We deploy our model on different MCUs,
i.e., NUCLEO-F746 with 320KB SRAM and 1MB Flash, NUCLEO-
F767 with 512KB SRAM and 2MB Flash as well as NUCLEO-H7A3ZI-
Q with 1.4 MB SRAM and 2MB Flash, to measure the latency and
the peak memory usage. The batch size is fixed to 1.

4.2 Importance of two-stage NAS
As described in Section 3, we propose a two-stage NAS strategy,
searching token clustering in the first stage and approximation
ratios in the second stage. To demonstrate the importance of such
two-stage formulation, we compareMCUBERTwith other baselines
based on BERT-tiny and MNLI dataset, as shown in Figure 7, includ-
ing 1) baseline adaptive embedding; 2) one-stage NAS that searches
the token clustering and approximation ratios together (DARTS
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Figure 7: Importance of two-stage NAS.

Table 4: Accuracy comparison on other GLUE datasets (Emb
stands for embedding, and params stands for parameters).

Model Metrics MRPC SST2 QQP

BERT-tiny Emb Params 3.91M 3.91M 3.91M
Accuracy 74.02% 82.45% 87.16%

Adaptive Emb Emb Params 0.32M 0.32M 0.32M
Accuracy 70.34% 81.42% 84.32%

MCUBERT-tiny Emb Params 0.31M 0.26M 0.32M
Accuracy 73.77% 82.11% 85.20%

Model Metrics MRPC SST2 QQP

BERT-mini Emb Params 7.81M 7.81M 7.81M
Accuracy 78.90% 85.32% 89.25%

Adaptive Emb Emb Params 0.65M 0.65M 0.65M
Accuracy 75.49% 83.60% 87.93%

MCUBERT-mini Emb Params 0.65M 0.49M 0.52M
Accuracy 77.94% 83.83% 88.12%

[26]); 3) searching approximation ratios first followed by token clus-
tering (denoted as Ratio-then-Clustering NAS); 4) clustering-only
NAS that only searches the token clustering; and 5) 2-round NAS
that repeats the two-stage NAS for 2 rounds. As shown in Figure 7,
our two-stage NAS outperforms all the other strategies and achieves
the best Pareto front. One-stage NAS that ideally has the largest
search space produces the worst Pareto front. This is because of the
large discrepancy among optimal low-rank approximation ratios
for different token clustering, which brings convergence difficulties
as discussed in Section 3.

4.3 Accuracy Comparison on GLUE
Comparison on MNLI.. We compare MCUBERT with the base-

line FWSVD [17] and adaptive embedding [1] on the MNLI dataset,
as shown in Table 3. For both BERT-tiny and BERT-mini, MCU-
BERT can simultaneously achieve better accuracy and smaller pa-
rameter size compared to the baseline FWSVD and adaptive em-
bedding. Specifically, for BERT-tiny, MCUBERT can achieve 1.4×
and 1.6× embedding parameter reduction with 1.3% and 7.5% better

accuracy compared to adaptive embedding and FWSVD, respec-
tively. With the same model size, MCUBERT improves the accuracy
by 2.2% and 8.4%. For BERT-mini, MCUBERT achieves 3.3% better
accuracy with a smaller parameter size compared to adaptive em-
bedding. We also observe for BERT-tiny, MCUBERT tries to assign
a higher approximation ratio for the second cluster but assign more
tokens to the fourth cluster.

Comparison on Other Datasets. We then compare MCUBERT
with adaptive embedding on other GLUE datasets. Note we focus
on the MRPC, SST2, and QQP datasets as even the full BERT-tiny
and BERT-mini suffers from accuracy issues on COLA and RTE
datasets [13]. As shown in Table 4, MCUBERT consistently out-
performs adaptive embedding on all three tasks by 3.43%, 0.69%,
0.88% better accuracy for BERT-tiny, respectively. For different
datasets, the number of tokens and the approximation ratio of each
cluster are different, indicating the necessity of task loss-guided
compression.

4.4 Peak Memory and Latency Comparison
Peak memory comparison. We compare the inference latency

and peakmemorywith the baseline CMSIS-NN [20], [5], and FlashAt-
tention [11]. We re-implement [5] and [11] based on the original
paper. When re-implement FlashAttention, we need to store the out-
put matrix in high precision, which has been discussed in Section
3.3. As shown in Figure 8, both CMSIS-NN and [5] do not consider
the execution memory in the scheduling, leading to a fast mem-
ory growth and out-of-memory issue for a long sequence length,
i.e., 512. For BERT-tiny, MCUBERT achieves more than 1.9× and
3.5× peak memory reduction compared to the baseline when the
sequence lengths are 64 and 512, respectively. This indicates MCU-
BERT can support 3×, 2×, and 2× longer input sequences compared
to CMSIS-NN and [5] on MCUs with 512 KB, 320 KB and 128 KB
SRAM, respectively. In FlashAttention, the output matrix needs
iterative updates, demanding fp32 data format instead of int8 preci-
sion, causing substantial memory usage growth. Moreover, typical
FlashAttention implementation keeps the entire query, key, and
value matrices in memory, further increasing memory consump-
tion compared to our approach. Compared with FlashAttention,
MCUBERT also achieves more than 1.6× and 1.9× peak memory
reduction in all sequence lengths for BERT-tiny and BERT-mini,
respectively.

Latency comparison. The latency comparison for different
sequence lengths is shown in Table 5. MCUBERT achieves around
1.5× and 1.3× latency reduction compared to CMSIS-NN and [5]
consistently for different sequence lengths and different MCUs.
We visualize the latency breakdown for [5] and MCUBERT. As
shown in Figure 10, MCUBERT reduces the latency of both the lin-
ear and matrix multiplication operators and fuses all tensor shape
transformation operators, demonstrating the high efficiency of our
kernel design. Compared with other acceleration strategies such as
FlashAttention, MCUBERT still achieves lower latency, although
MCUBERT already shows lower peak memory usage than FlashAt-
tention. With the model and scheduling optimization, MCUBERT en-
ables to deploy BERT-tiny on NUCLEO-F746 with sequence length of
512 for the first time.
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Figure 8: Peak memory comparison for different sequence lengths for (a)
BERT-tiny and (b) BERT-mini.
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Figure 10: Latency (ms) breakdown for (a) MCUBERT and
(b) [5] with 512 sequence length (Matmul stands for matrix
multiplication.).

Table 5: Latency (ms) comparison on NUCLEO-F767 (F7) and
NUCLEO-H7A3ZI-Q (H7) for different sequence lengths us-
ing BERT-tiny (OOM stands for out of memory).

MCU Methods 64 128 192 256 512

F7

CMSIS-NN 386 838 1355 1939 OOM
[5] 366 780 1263 1812 OOM

FlashAttention 273 606 880 1463 4012
MCUBERT 264 578 942 1354 3591

H7

CMSIS-NN 320 697 1138 1638 4233
[5] 284 625 1016 1471 3866

FlashAttention 220 491 818 1205 3297
MCUBERT 213 469 768 1116 2940

4.5 Ablation Study
Impact of the number of clusters. MCUBERT follows adaptive

embedding and empirically fix the number of clusters to 4. We now
evaluate its impact on the accuracy-parameter Pareto front. We use
the BERT-tiny model and MNLI dataset for comparison. As shown
in Figure 11, the Pareto front for 𝑐 = 4 indeed outperforms that
for 𝑐 = 3 or 𝑐 = 5. We observe 𝑐 = 3 performs much worse when
the model parameter size is small. We hypothesize this is because
when 𝑐 = 3, important tokens are forced to have a small dimension,
leading to low accuracy.
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Figure 11: Impact of the number of clusters.

Impact of fine-grained scheduling. To evaluate the impact of
fine-grained scheduling on both latency and memory, we change
the number of tokens in each tile, i.e., 𝑡 . The change in latency
and peak memory is plotted in Figure 9. As we can observe, the
peak execution memory reduces consistently with the decrease of
𝑡 while the latency remains roughly the same for 𝑡 ≤ 2. The high
latency for 𝑡 = 1 is because of hardware under-utilization.

5 CONCLUSION
Thiswork proposesMCUBERT, a network/scheduling co-optimization
framework enabling BERT on MCUs. For network optimization,
MCUBERT proposes an MCU-aware two-stage NAS algorithm with
clustered low-rank approximation for embedding compression. For
scheduling optimization, we leverage tiling, in-place computation,
and kernel optimization to simultaneously reduce peak memory
and latency. MCUBERT overcomes all existing baselines and en-
ables to run the lightweight BERT models on commodity MCUs for
the first time.
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