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Abstract
Recently, memory consumption of Deep Neural Network
(DNN) rapidly increases, mainly due to long lifetimes and
large shapes of tensors. Graph scheduling has emerged as
an effective memory optimization technique, which deter-
mines the optimal execution, re-computation, swap-out, and
swap-in timings for each operator/tensor. However, it often
hurts performance significantly and can only manipulate
tensors’ lifetimes but not shapes, limiting the optimization
space. We find that graph transformation, which can change
the tensor shapes and graph structure, creates a new trade-
off space between memory and performance. Nevertheless,
graph transformation are applied separately so far, with pri-
mary focus on optimizing performance and not memory.
In this paper, we propose MAGIS, a DNN memory op-

timization framework that coordinates graph transforma-
tion with graph scheduling. MAGIS uses a hierarchical tree
to represent Fission Transformation (F-Trans), a type of
transformation which can effectively reduce tensor shapes
in a sub-graph. To keep the complexity low, we build a
light-weight search space based on graph structure analysis.
MAGIS decomposes graph scheduling into graph transforma-
tion and re-ordering and designs an incremental scheduling
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algorithm to alleviate the scheduling overhead after each
graph transformation step to efficiently coordinate them.
Experimental results show that compared to state-of-the-
art works, MAGIS only uses 15%∼85% of their peak mem-
ory usage with the same latency1 constraint and obtains a
better Pareto boundary in dual-objective optimization of
memory and performance. Our code is now available at
https://github.com/pku-liang/MAGIS.
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1 Introduction
As deep neural networks (DNNs) become more complex in
terms of topology and size, the memory consumption of
DNNs keeps growing, which poses great challenges for both
training and inference. The memory consumption turns out
to be more important when larger models come to stage [7,
12, 51]. The memory consumption increase can be attributed
to two main factors. First, there are numerous tensors with
long lifetimes, such as model parameters [7, 12, 15, 40, 51],
activations during the training’s forward pass [5, 10, 38, 42],
and intermediate tensors in complex networks [44, 73, 75].
Second, many tensors have large shapes, including large
batch sizes for efficient training/inference, long sequence
lengths in language models [7, 12, 51], and high resolutions
in image-related models [21, 40, 45].
1In this paper, the terms "performance" and "latency" are interchangeably
used, both referring to the time taken by a DNN to complete one infer-
ence/training epoch.
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Optimizing memory usage for DNNs becomes crucial for
both server and mobile computing devices. GPUs, for in-
stance, NVIDIA GeForce RTX 3090, provide only tens to
dozens of GB of memory, while the large-batch training or
inference sometimes requires several tens or even hundreds
of GB of memory. Memory optimization is beneficial for ex-
ecuting large DNN, enabling co-location of multiple tasks in
memory [32], and reducing cross-card communications in
distributed learning. Similarly, mobile CPUs such as Qual-
comm Snapdragon 888 provide only a few tens of GB of
memory and many background applications may reside in
memory, which greatly limits the space for DNN. Memory
optimization is beneficial for deploying DNNs on mobile
devices without consuming too much background memory.
Graph scheduling is a class of widely used memory op-

timization techniques for DNNs, mainly including remate-
rialization [5, 10, 17, 18, 24, 27–29, 37, 38, 47], swapping [5,
20, 22, 30, 37–39, 41, 42, 57], and re-ordering [3, 22, 58, 72].
Its core idea is to manipulate the lifetimes of tensors by
scheduling when each operator/tensor computes, evicts, re-
computes, offloads, and reloads, thereby reducing the peak
amount of tensors simultaneously residing in memory. How-
ever, because of the overhead introduced by re-computation
or data transfer, it frequently leads to a notable reduction in
performance. Moreover, although it operates the lifetimes of
tensors, it does not affect the tensor shapes, which limits its
potential optimization space.

On the other hand, graph transformation is a class of opti-
mization techniques based on equivalent transformations of
graphs. Existing works have achieved good results in opti-
mizing DNN performance [25, 26, 54, 56, 62]. They employ
rule-based sub-graph substitution technique, which can be
roughly divided into two types: Aggregation Transforma-
tion (A-Trans), like Figure 1 (a), which enhances hardware
utilization to improve performance by aggregating small op-
erators into larger ones at the cost of temporally increased
memory usage; Interim Transformation (I-Trans), such as
Figure 1 (b), which generally exploits algebraic equivalence
to provide opportunities for other graph transformations.
In addition, we find that the dual of A-Trans, which we call
Fission Transformation (F-Trans), like Figure 1 (c), can
effectively reduce memory at the cost of lower hardware uti-
lization by splitting some large operators into smaller ones
and executing only one of the split parts at a time.

However, graph transformation for memory optimization
poses two main challenges. (1) Complexity introduced
by F-Trans. On one hand, F-Trans leads to rapid growth
in the size of the graph (as shown in Figure 1 (c), where
the number of nodes almost doubles after transformation),
which hinders subsequent optimization; on the other hand,
F-Trans itself has a vast search space, as it can be applied
to almost every sub-graph. (2) Correlated graph trans-
formation and graph scheduling. Graph transformation
involves a trade-off between memory and performance (e.g.,
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Figure 1. Examples of graph transformations. (a) and (b)
are transformations borrowed from TASO [25], which are
used to optimize performance. (c) is the dual of Aggregation
Trans. and can effectively trade memory with performance.

A-Trans trades memory for performance, and F-Trans does
the opposite), but the final memory usage and performance
are also traded by graph scheduling. This necessitates the
need for efficient coordinated optimization between graph
transformation and scheduling, which is challenging since
both of them are complicated optimization.
To tackle these challenges, we propose MAGIS, a DNN

memory optimization framework through coordinated graph
transformations and scheduling. To address the complexity
problem of F-Trans, we propose Fission Hierarchy Tree (F-
Tree) to express the graph structure after F-Trans, without
actually transforming the graph into a complex structure. Al-
though such design somehow limits the search space, it keeps
the complexity low, making it easier for subsequent transfor-
mation and scheduling to search for better solutions.We then
propose analytic methods to select proper sub-graphs and
dimensions for F-Trans to construct a light-weight F-Tree,
effectively reducing the search space of F-Trans.
To address the second challenge, our goal is to allevi-

ate the complexity of graph scheduling after each graph
transformation step.We firstly decompose re-materialization
and swapping into graph transformations and re-ordering,
where re-materialization and swapping are two important
scheduling techniques which can trade memory with per-
formance, while re-ordering is a scheduling method that
optimize memory without hurting performance. Such de-
composition moves the memory & performance trade-off
completely to the transformation phase, and the schedul-
ing phase can only focus on memory optimization through
re-ordering. It makes the scheduling after each graph trans-
formation step much simpler, and fuses the memory & per-
formance trade-offs into the unified search space of graph
transformation. Then, we design an incremental graph sched-
uling algorithm that efficiently obtains a new schedule based
on the previous schedule and the current transformation,
further reducing scheduling time.

Our contributions can be summarized as follows:
• We design and implementMAGIS, a memory optimiza-
tion framework based on coordinated graph transfor-
mation and graph scheduling.
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• We formalize graph fission transformation, represent
it based on hierarchy tree, and use graph analysis to
reduce its search space.

• We propose transformations and algorithms that ef-
ficiently coordinate graph transformation and graph
scheduling for memory optimization.

We compareMAGISwith state-of-the-art graph scheduling-
based memory optimization frameworks on various DNNs.
Experimental results demonstrate that MAGIS can optimize
original peak memory usage to 15%∼50% with no more than
10% latency overheads. Compared to state-of-the-art meth-
ods, MAGIS can optimize peak memory to only 15%∼85% of
theirs with the same latency constraint, and can achieve a
1.25× speedup over them under the same memory constraint,
obtaining a better Pareto boundary in dual-objective opti-
mization of memory and latency. Our code is now available
at https://github.com/pku-liang/MAGIS.

2 Background & Motivation

Table 1. Notations

Notation Description/Definition

V(𝐺 ) , E(𝐺 ) operators, dependencies of𝐺
D(𝐺 ) , T(𝐺 ) dimension graph, dominator tree of𝐺
cost(𝐺 ) , cost(𝑣) execution latency of𝐺 and 𝑣 ∈ V(𝐺 )
size(𝑣) or |𝑣 | output tensor size of operator 𝑣
𝐺.pre(𝑣),𝐺.suc(𝑣) predecessors, successors of 𝑣 ∈ V(𝐺 )
𝐺.anc(𝑣),𝐺.des(𝑣) ancestors, descendants of 𝑣 ∈ V(𝐺 )
inps(𝐺 ) , outs(𝐺 ) inputs, outputs of𝐺
𝐺.sub(𝑆 ) or𝐺 [𝑆 ] sub-graph of𝐺 induced from 𝑆 ⊆ V(𝐺 )
𝐺.inps(𝑆 ) nodes consumed by 𝑆 ⊆ V(𝐺 ) from outside
𝐺.outs(𝑆 ) nodes produced by 𝑆 ⊆ V(𝐺 ) for outside

2.1 Computation Graph
Graph Structure.DNN during training or inference process
is often represented as "computation graph"𝐺 (abbreviated
as "graph"). 𝑉 = V(𝐺) is the set of operators, each of which
has several input tensors and one output tensor, and 𝐸 =

E(𝐺) ⊆ 𝑉 × 𝑉 is the set of data dependencies between
operators. (𝑣1, 𝑣2) ∈ 𝐸 means that the output tensor of 𝑣1
is one of the input tensors of 𝑣2. Related notations used in
this paper are shown in Table 1. In cases where there is no
ambiguity, we use xxx(𝑣) as an abbreviation for 𝐺.xxx(𝑣).
Some notations can be derived from other notations, for
example,𝐺.inps(𝑆) = (⋃𝑣∈𝑆 𝐺.pre(𝑣))\𝑆 , and𝐺.outs(𝑆) =
(outs(𝐺) ∪⋃

𝑣∈V(𝐺 )\𝑆 𝐺.pre(𝑣)) ∩ 𝑆 . A node 𝑢 dominates
node 𝑣 if every path from the entry node to 𝑣 must go through
𝑢; and then 𝑢 is 𝑣 ’s dominator. The intermediate dominator
of a node 𝑣 is the dominator of 𝑣 that is dominated by all the
dominators of 𝑣 except 𝑣 itself. The dominator tree [4] is the
tree where each node’s parent is its intermediate dominator
in the graph. A computation graph usually has many input
nodes (e.g., input tensor, label tensor, and weight tensors), so

the dominator tree we use here usually takes the input tensor
as the entry. Note that for 𝑇 = T (𝐺), 𝑇 itself is also a graph,
and the operations in Table 1 are also applicable to it. For
example, the set of child nodes of a node 𝑣 in 𝑇 is 𝑇 .suc(𝑣).
The nodes of 𝑇 also belong to 𝐺 , i.e.,V(T (𝐺)) ⊆ V(𝐺).

Execution Latency. In single machine situation (e.g.,
single-card GPU), the operators in the graph are generally
executed in order, and the order 𝑠 = (𝑣1, 𝑣2, ..., 𝑣𝑛) must sat-
isfy the data dependencies between operators. The graph
execution latency can be estimated as the sum of the latency
of the operators: cost(𝐺) ≈ ∑

𝑣∈V(𝐺 ) cost(𝑣).
Memory Usage. Given a topo-order 𝑠 = (𝑣1, 𝑣2, ..., 𝑣𝑛),

assuming that 𝑖 is the timestamp when the 𝑖𝑡ℎ operator is
finished, we can calculate the lifetime of the output tensor
of each operator 𝑣𝑖 : the start timestamp is 𝑆𝑖 = 𝑖 − 1, and the
free timestamp is 𝐹𝑖 = max𝑣𝑗 ∈𝑠𝑢𝑐 (𝑣𝑖 ) 𝑗 . Based on the lifetime
of each tensor, the set of tensors that are active during the
execution of 𝑣𝑖 is 𝐴𝑖 = {𝑣 𝑗 | 𝑆 𝑗 ≤ 𝑖 ≤ 𝐹 𝑗 }. Then the active
memory usage during 𝑣𝑖 ’s execution is𝑀𝑖 =

∑
𝑢∈𝐴𝑖

|𝑢 |, and
the peak memory usage during the execution of graph𝐺
is:𝑀𝑝𝑒𝑎𝑘 = max𝑖 𝑀𝑖 . We definememory hot-spots as the
set of tensors that contribute to the peak memory usage, that
is, the tensors that are active when peak memory usage is
reached: 𝐻 =

⋃{𝐴𝑖 | 𝑖 ∈ {1, 2, ..., 𝑛} ∧𝑀𝑖 = 𝑀𝑝𝑒𝑎𝑘 }.

2.2 Graph Scheduling and Transformation
Graph scheduling is a class of widely used DNN memory
optimization techniques, which manipulates the lifetimes
of tensors to schedule when to execute (re-ordering [3, 58]),
evict & re-compute (re-materialization [5, 10, 18, 24, 27, 37,
38]), and offload & reload (swapping [5, 20, 22, 37, 38, 41, 42,
57]) each operator/tensor without influencing tensor shapes.

Graph transformation is a class of techniques to optimize
computation graphs by mutating their structures while pre-
serving semantics. Existing works [25, 26, 56, 62] mainly op-
timize latency via rule-based sub-graph substitution, which
can be categorized into two types: Aggregation Transfor-
mation (A-Trans), aggregating small operators into larger
ones to trade memory for latency; Interim Transformation
(I-Trans), mostly based on algebraic equivalence to provide
opportunities for other transformations.

2.3 Motivation
We find that appropriate graph transformations can also im-
prove the memory usage of graphs. For example, as shown in
Figure 2 (c), splitting operators reduces peak memory usage
at the cost of more operator calls and decreased hardware
utilization. With the help of graph transformation, memory
optimization of DNNs can be greatly enhanced. For example,
in Figure 2 (a), there’s a simplified graph structure commonly
observed in DNN training or some DNNs with long skip-
connections [23, 44, 73, 75]. It has a peak memory usage of
1056 since 33 tensors with size 32 are alive when comput-
ing the 33-th operator, which exceeds the memory limit of
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Figure 2. Motivation examples with memory limit of 100. (a) Without any optimization. (b) Using swapping. (c) Using fission
transformation. (d)(e) Using fission transformation and swapping.

100. In Figure 2 (b), although graph scheduling alone can
restrict memory usage to 100 by swapping temporally un-
used tensors into external storage , it causes long latency
due to data transfer. However, incorporating graph transfor-
mations, as shown in Figure 2 (d), more memory is saved and
asynchronous swapping can be utilized to hide data transfer
latency. Although the hardware utilization decreases, the
latency penalty can be compensated by the efficiency gain
provided by asynchronous swapping in this case.

We name the transformation used in Figure 1 (c) and Fig-
ure 2 (c) (d) (e) as Fission Transformation (F-Trans), which
is the dual of A-Trans and can effectively optimize the mem-
ory usage by splitting operators. However, the existing graph
transformation techniques based on rule-based sub-graph
substitution [25, 26, 56, 62] can not be used for F-Trans. First,
F-Trans often greatly increases the graph complexity, hinder-
ing subsequent optimization. Second, F-Trans involves a vast
search space, since it can be applied to almost any sub-graph.
For example, Figure 2 (e) uses two different F-Trans, and
even for such a simple network in this example, the search
space for feasible F-Trans is huge. Finding efficient ways to
represent and search for F-Trans is a challenge.

In addition, coordinating graph transformationswith graph
scheduling is critical for optimizing memory usage with
graph transformations. Figure 2 (c) shows that applying
graph transformations alone can optimize memory usage,
but excessively fine-grained operator splitting may result in
high performance costs. Instead, combining graph transfor-
mation and graph scheduling as in Figure 2 (d) can signifi-
cantly reduce memory usage and achieve shorter latency by
jointly balancing the memory and performance trade-offs of
both transformation and scheduling.

3 Design Overview
Figure 3 shows the overall design of MAGIS. It accepts a
DNN graph and outputs the optimized graph and schedule.
MAGIS has four main components: M-State, M-Analyzer,
M-Rules, and M-Optimizer.

TASO Transform Rules 
(A-Trans & I-Trans)

Scheduling-based Rules
(Re-mat. & Swapping)

M-Rules (§5)

Fission Hierarchy Tree 
Mutation Rules

D-Graph Analysis

F-Tree Construction

M-Analyzer (§4)

Incremental Scheduling

Apply Transform Rules

M-Optimizer (§6)

Initial Scheduling

If F-Tree needs update

M-State

Input Graph

Best M-State

3 6 8 11
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7 9
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Peak Mem: … Latency: …

n=1A

B D

C n=2

n=1 n=4

Simulator & Profiler

M-State
A

B C

D

Figure 3. Overview ofMAGIS.

M-State represents the optimization status, including com-
putation graph, fission hierarchy tree (F-Tree), best schedule,
and simulation & profile result. F-Tree represents the hi-
erarchical search space of fission transformation (F-Trans),
where a node with 𝑛 = 1 represents a potential sub-graph &
dimension candidate for F-Trans, and a node with 𝑛 > 1 rep-
resents a sub-graph already been split via F-Trans along some
dimension into 𝑛 parts. M-Analyzer generates the search
space of fission transformation (F-Trans), by constructing
the fission hierarchy tree (F-Tree) according to the compu-
tation graph. M-Optimizer coordinates the graph transfor-
mations (including F-Trans) and scheduling to optimize the
latency & memory. M-Rules provide the transformations
for M-Optimizer, including "TASO rules" used in previous
works [25, 26, 56, 62], F-Tree mutation rules for manipu-
lating F-Tree to reflect F-Trans applications on the graph
(§5.1) , and scheduling-based rules decomposed from graph
scheduling. Note that F-Trans is decoupled as F-Tree and
mutation rules applied on the F-Tree. These rules are inte-
grated with others (e.g., TASO rules, scheduling-based rules)
in M-Rules, forming a unified optimization space explored
by the M-Optimizer.
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Figure 5. F-Trans 𝑓 = (𝑆, 𝐷, 𝑛) (𝑛 = 2) in graph 𝐺 , which is
simplified from the training-graph of an MLP. (a) Sub-graph
𝑆 = {𝑣3, 𝑣4, 𝑣5, 𝑣6, 𝑣7, 𝑣8}. (b)D-Graph𝐷 , which represents the
batch-dim of 𝑆 ’s activation. (c) Result graph after F-Trans.

MAGIS takes a computation graph as input. The graph
and its initial schedule are analyzed by M-Analyzer, which
constructs the F-Tree, outputs the initial M-State and sends
the M-State to the M-Optimizer. M-Optimizer applies M-
Rules to produce newM-States by mutating some sub-graphs
or sub-F-trees. Note that the rules will not choose the sub-
graph spanning the boundary of the sub-graphs affected by
F-Trans (the sub-graph belonging to the F-Tree node with
𝑛 > 1) for transformation. This is because for a region 𝑅

already affected by F-Trans, the rules will not transform the
sub-graph 𝑆 that partly intersects with 𝑅, as some nodes
of 𝑆 will be split during execution while some not. It then
performs fast incremental scheduling on these new graphs,
utilizing the mutated graph region of the transformation and
prior schedules, to quickly derive near-optimal schedules and
associated profile results. Effective M-States are iteratively
fed back toM-Optimizer. Besides, if a graph transformation is
applied on a sub-graph that has not been affected by F-Trans,
M-optimizer will query M-Analyzer to update the F-Tree in
the new M-States.
The remainder of this paper is structured as follows: §4

introduces M-Analyzer ofMAGIS, §5 discusses M-Rules, and
§6 details M-Optimizer.

4 M-Analyzer
In this section, we will first introduce Dimension Graph
(D-Graph) and use it to define F-Trans. Then we propose
F-Tree as an abstraction of the optimization space/state of F-
Trans, and provide an algorithm to construct a light-weight
F-Tree considering F-Trans only on some sub-graphs that
are selected based on dominator tree and memory hot-spots.

4.1 Dimension Graph
Intuitively, an F-Trans splits a sub-graph along a "dimension"
running through it. Therefore, we propose Dimension Graph
(D-Graph) to identify the graph-level dimensions.

Given a graph 𝐺 where 𝑣 ∈ V(𝐺) has 𝑠𝑣 dimensions
in its output tensor and 𝑟𝑣 reduce-axes in its computation,
we define D-Graph 𝐷 = D(𝐺) where for each 𝑣 ∈ V(𝐺)
and 𝑖 = −𝑟𝑣, ...,−2,−1, 1, 2, ..., 𝑠𝑣 , there’s ⟨𝑣, 𝑖⟩ ∈ V(𝐷). For
each (𝑢, 𝑣) ∈ E(𝐺), if the 𝑖𝑡ℎ dimension of 𝑢 and 𝑗𝑡ℎ dimen-
sion of 𝑣 correspond to the same spatial-axis2, then there’s
(⟨𝑢, 𝑖⟩, ⟨𝑣, 𝑗⟩) ∈ E(𝐷); and if the 𝑖𝑡ℎ dimension of 𝑢 cor-
responds to the 𝑗𝑡ℎ reduce-axis of 𝑣 ’s computation, then
there’s (⟨𝑢, 𝑖⟩, ⟨𝑣,− 𝑗⟩) ∈ E(𝐷). For instance, a MatMul oper-
ator 𝑐 (expressed as 𝑐 [𝑚,𝑛] =

∑
𝑘 𝑎[𝑚,𝑘] × 𝑏 [𝑘, 𝑛], where

𝑚,𝑛 are 𝑐’s dimensions, and 𝑘 is the reduce-axis) with its
inputs 𝑎, 𝑏 ∈ pre(𝑐) provides connections (⟨𝑎, 1⟩, ⟨𝑐, 1⟩),
(⟨𝑎, 2⟩, ⟨𝑐,−1⟩), (⟨𝑏, 1⟩, ⟨𝑐,−1⟩), (⟨𝑏, 2⟩, ⟨𝑐, 2⟩) ∈ E(𝐷).
Example. Figure 4 (a) illustrates graph𝐺 , extracted from a

transformer block [55], with shapes detailed in part (b). Part
(c) depicts some sub-graphs of D(𝐺), like one with batch-
dimensions from tensors excluding 𝑣1, 𝑣2, 𝑣3, 𝑣10, one with
head-dimensions from tensors excluding 𝑣0, 𝑣12, and another
with sequence-dimensions from tensors except 𝑣1, 𝑣2, 𝑣3, 𝑣10.

4.2 Fission Transformation
With the help of D-Graph, we can define an F-Trans of graph
𝐺 as 𝑓 = (𝑆, 𝐷, 𝑛), where 𝑆 ⊆ V(𝐺), 𝐷 is the D-Graph to
split sub-graph𝐺 [𝑆] along, 𝑛 is the fission number. It has the
following constraints: (1)𝐺 [𝑆] is weakly connected. (2)𝐺 [𝑆]
is convex: 𝐺.inps(𝑆) ∩⋃

𝑣∈𝐺.outs(𝑆 ) 𝐺.des(𝑣) = ∅. (3) The
graph after fission has no redundant computation, requiring

2Here we do not consider spatial-axis with sliding-window, such as the
height axis of a 3 × 3 convolution; we will improve it in future work.
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Algorithm 1:M-Analyzer: F-Tree Construction
input :graph:𝐺 ; max-level: 𝐿
output :fission hierarchy tree: 𝐹

1 𝐹 := ∅;
2 𝐻 := MemoryHotspots(G);
3 for 𝐷 ∈ connected components of D(𝐺 ) do
4 𝐺 ′ := subgraph of𝐺 induced from 𝐷 ;
5 𝑇 := T(𝐺 ′ ) ;
6 𝑠 := GetScores(𝐺 ′,𝑇 , 𝐻 ) ;
7 𝑠𝑚𝑎𝑥 = max𝑣∈V(𝐺 ′ ) 𝑠 [𝑣 ];
8 if 𝑠𝑚𝑎𝑥 ≤ 0 then continue;
9 for 𝑖 ∈ {1, 2, ..., 𝐿} do
10 𝑉 := {𝑣 ∈ V(𝐺 ′ ) | 𝑖/𝐿 ≤ 𝑠 [𝑣 ]/𝑠𝑚𝑎𝑥 < (𝑖 + 1)/𝐿};
11 for 𝑣𝑑𝑜𝑚 ∈ {𝑣 ∈ 𝑉 | 𝑇 .des(𝑣) ∩𝑉 = ∅} do
12 𝑆 := 𝑇 .des(𝑣𝑑𝑜𝑚 ) \ {𝑣𝑑𝑜𝑚 };
13 𝐷 ′ := subgraph of 𝐷 induced from 𝑆 ;
14 𝑓 := (𝑆, 𝐷 ′, 1) ;
15 if 𝑓 is valid then 𝐹 := 𝐹 ∪ { 𝑓 };

16 return 𝐹 ;

that ∀𝑣 ∈ 𝑆 , there’s exact one 𝑖 ∈ Z s.t. ⟨𝑣, 𝑖⟩ ∈ V(𝐷), and
∀(𝑢, 𝑣) ∈ E(𝐺 [𝑆]), ∃𝑖, 𝑗 ∈ Z s.t. (⟨𝑢, 𝑖⟩, ⟨𝑣, 𝑗⟩) ∈ E(𝐷).

Given an F-Trans 𝑓 = (𝑆, 𝐷, 𝑛) of𝐺 , the result graph after
F-Trans is a graph with𝑛 split parts of𝐺 [𝑆].∀𝑢 ∈ 𝐺.inps(𝑆),
if ∃𝑖 > 0 s.t. ⟨𝑢, 𝑖⟩ ∈ V(𝐷), then 𝑢 will be sliced for each
split part, otherwise shared by them. ∀𝑣 ∈ 𝐺.outs(𝑆), if ∃𝑖 >
0 s.t. ⟨𝑣, 𝑖⟩ ∈ V(𝐷), then 𝑣 will be computed by merging the
related outputs of split parts, otherwise reducing them. Note
that, the split parts are executed sequentially to save memory
by timely freeing intermediate tensors of each part at the
cost of lower hardware utilization (e.g., parallelism, locality)
due to smaller operator shapes.
Example. Figure 5 demonstrates an example of F-Trans

𝑓 = (𝑆, 𝐷, 𝑛) with 𝑛 = 2. 𝑣1 is a weight tensor, so there’s no
⟨𝑣1, 𝑖⟩ ∈ V(𝐷); so in the result graph 𝑣1 is shared by each
split part. Other inputs, 𝑣0 and 𝑣2, are sliced for each part. 𝑣8
is the gradient of 𝑣1, computed by adding along batch-dim,
so ⟨𝑣8,−1⟩ ∈ V(𝐷); so in the result graph 𝑣8 is computed by
adding the outputs of each split part. Other outputs, 𝑣6 and
𝑣7, are computed by concatenating the outputs of each part.

4.3 Fission Hierarchy Tree
Directly applying F-Trans to a graph will significantly in-
crease the complexity, especially when the fission number
is large. Since each F-Trans divides a graph into several iso-
morphic sub-graphs, we can save only one of them. Instead
of transforming the original graph directly, we construct
a fission hierarchy tree (F-Tree). Each tree-node in the F-
Tree records a F-Trans 𝑓 = (𝑆, 𝐷, 𝑛). For any tree-node
𝑓 = (𝑆, 𝐷, 𝑛) and its parent 𝑓 ′ = (𝑆 ′, 𝐷 ′, 𝑛′), we have 𝑆 ⊆ 𝑆 ′.
Figure 3 displays an example of F-Tree, where each node
represents a sub-graph surrounded by a dashed box in the

left-side graph and the 𝑛 next to the node is the fission num-
ber. When 𝑛 = 1, it indicates that the node is an fission
candidate, and when 𝑛 > 1, it indicates that the subgraph
of the node has been split into 𝑛 parts by F-Trans. Such ab-
straction significantly reduces the complexity of subsequent
graph transformation and scheduling.

However, the search space for F-Trans on graph𝐺 is still
large, reaching up to 𝑂 (2 |V (𝐺 ) |2 ) since almost any convex
sub-graph can be a fission candidate. Indeed, arbitrarily ap-
plying F-Trans does not guarantee peak memory reduction.
Effective memory saving can be achieved only when F-Trans
targets sub-graphs containing memory hot-spots (§2.1).
Analysis. For an F-Trans 𝑓 = (𝑆, 𝐷, 𝑛) of graph 𝐺 , with

memory hot-spots as 𝐻 and 𝐼 = 𝐺.inps(𝑆). 𝑀0 and 𝑀𝑓

represent the peak memory usages before and after F-Trans,
shown in Equation (1). Since inputs 𝐼 reside in memory when
executing split sub-graphs, 𝑀𝑓 should combine their sizes∑

𝑣∈𝐼 |𝑣 | with
∑

𝑣∈𝐻\𝑆 |𝑣 | (sizes of memory hot-pots beyond
𝑆) into

∑
𝑣∈ (𝐻\𝑆 )∪𝐼 |𝑣 |. The peak memory reduction after F-

Trans, i.e.,𝑀0 −𝑀𝑓 , is shown in Equation (2).

𝑀0 =
∑

𝑣∈𝐻 |𝑣 | 𝑀𝑓 ≈ ∑
𝑣∈ (𝐻\𝑆 )∪𝐼 |𝑣 | +

∑
𝑣∈𝐻∩𝑆

|𝑣 |
𝑛

(1)

𝑀0 −𝑀𝑓 =
∑

𝑣∈𝐻∩𝑆 (1 − 1
𝑛
) |𝑣 | −∑

𝑣∈𝐼\𝐻 |𝑣 | (2)

Metric. We can observe that to make 𝑀0 − 𝑀𝑓 larger,
we need to ensure that 𝑆 includes more memory hot-spots,
while 𝐼 consumes less memory. To minimize input memory
usage of F-Trans, we select a node and consider the sub-
graph dominated by it as the fission candidate, ensuring the
sub-graph has only one entry node 3. We define a metric
called "memory heat", representing the total size of hot-spots
in a sub-graph dominated by a node. Given the graph 𝐺

with dominator tree 𝑇 = T (𝐺) and memory hot-spots 𝐻 ,
we calculate 𝑣 ’s memory heat with Equation (3), where 𝐻 ∩
𝑇 .des(𝑣) are the memory hot-spots dominated by 𝑣 . We
then assign a score for each node 𝑣 as shown in Equation (4),
estimating the potential peak memory reduction after F-
Trans on the sub-graph dominated by 𝑣 , where the first term
is the reduction of the sizes of memory hot-spots, and the
second term is the sizes of input nodes which should reside
in memory during the execution of each split part after F-
Trans. We typically set 𝑛 = 2 to ensure that just splitting the
sub-graph into two parts also yields benefits.

heat(𝑣) = ∑
𝑤∈𝐻∩𝑇 .des(𝑣) |𝑤 | (3)

score(𝑣) = (1 − 1
𝑛
)heat(𝑣) −∑

𝑢∈𝐺.inps(𝑇 .des(𝑣) )\𝐻 |𝑢 | (4)

Algorithm. Based on the metrics discussed above, we
propose Algorithm 1 to construct an F-Tree. The main idea
is identifying nodes with scores (Equation (4)) distributed in
different intervals, since a higher score indicates more peak
memory reduction of F-Trans, but may also imply larger
latency overhead. The hyper-parameter 𝐿 controls the num-
ber of intervals and the F-Tree’s max-level. This algorithm
3Strictly, weight tensors may also be input nodes, as discussed in §2.1
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Figure 6. Example of F-Tree construction based on Algorithm 1 (with 𝐿 = 5). Each tensor has a size of 1. (a) 𝐺 ′ in Algorithm 1
line 4. (b) Dom𝑇 = T (𝐺 ′). (c) Scores calculated based on Equation (3) (4), where nodes in orange boxes are selected dominators
(𝑣𝑑𝑜𝑚 in Algorithm 1 line 11). (d) Selected sub-graphs (𝑆 in Algorithm 1 line 12). (e) Constructed F-Tree.

inputs graph 𝐺 and max-level 𝐿, iterating over connected
components𝐷 ofD(𝐺) (line 3), extracting sub-graph𝐺 ′ and
its dominator tree𝑇 (lines 4-5), then calculating scores based
on Equation (3) (4) (line 6). Upon obtaining the maximum
score 𝑠𝑚𝑎𝑥 (line 7), it segments [0, 1] into 𝐿 intervals, select-
ing nodes in different intervals based on normalized scores
𝑠 [𝑣]/𝑠𝑚𝑎𝑥 (lines 10-11), and generating fission candidates
from sub-graphs dominated these nodes (lines 12-15). The
F-Tree is constructed from these sub-graphs.
Example. Figure 6 gives an example of F-Tree construc-

tion for a computation graph simplified from the training
graphs of various models. For demonstration, we only show
one connected component 𝐷 ∈ D(𝐺) here. Part (a) is the
𝐺 ′ in Algorithm 1 at line 4. Part (b) shows dominator tree
𝑇 = T (𝐺 ′). Part (c) shows the calculated results of heat and
score based on Equation (3) (4). Here 𝐿 = 5, so there are 5
normalized score intervals [0.2, 0.4), [0.4,0.6), [0.6,0.8), [0.8,1),
[1,1], and the nodes in dashed boxes are selected. Part (d)
shows the selected sub-graph nodes as fission-candidates.
Part (e) shows the finally constructed F-Tree.

5 M-Rules
M-Rules inMAGIS borrow the rules of Aggregation Trans-
formation (A-Trans) and Interim Transformation (I-Trans)
from previous works like TASO [25], shown by Figure 1 (a)
(b). We call these TASO Rules, which can be used to optimize
latency. Beside of these, in this section, we will introduce
F-Tree Mutation Rules and Scheduling-based Rules to further
optimize memory and latency.

5.1 Fission Hierarchy Tree Mutation Rules
All tree-nodes 𝑓 = (𝑆, 𝐷, 𝑛) of the initial F-Tree constructed
by Algorithm 1 have 𝑛 = 1. We refer them as disabled nodes,
whose sub-graphs have not performed F-Trans. Node with
𝑛 > 1 is called enabled node, which means its sub-graph
has already performed F-Trans and is split into 𝑛 parts. The
F-Tree Mutation Rules mainly change the 𝑛 of the F-Tree
node to apply F-Trans to the graph. They include:

• Enabling Rule. It enables a disabled leaf node of F-
Tree or a parent node of an enabled node without
enabled ancestors, as shown in Figure 7 (a).

• Lifting Rule. It disables an enabled node without en-
abled ancestors and enables its parent node, as shown
in Figure 7 (b).

• Disabling Rule. It disables an enabled node that has
no enabled descendant node, as shown in Figure 7 (c).

• Mutating Rule. It increases an enabled node’s fis-
sion number 𝑛 to the next number that can divide the
dimension length, as shown in Figure 7 (d).

With the help of M-Analyzer and above rules, we decouple
F-Trans into F-Tree construction before optimization phase
and F-Tree mutation during optimization phase. It can be
observed that we actually start enabling leaf nodes first and
gradually move towards nodes closer to the root. Since ap-
plying fission on the nodes closer to the root has a greater
impact on memory and latency, we start from the leaves for
smaller mutation steps and smoother search.

5.2 Scheduling-based Rules
We introduce two additional operators, Store and Load, to
represent swapping behaviour in graph scheduling. Based
on this, we add four rules as follows:

• Re-materialization Rule. It separates one user B
from an operator A with multiple users and lets it use
a recalculated operator A’, as shown in Figure 8 (a) (b).

• De-re-materialization Rule. It is the dual of the re-
materialization rule and combines two operators A
and A’ of the same type with the same inputs into a
single operator, as shown in Figure 8 (c) (d).

• Swapping Rule. It inserts Store and Load between
an operator A and one of its users B to represent that
A will be swapped-out to external storage first, and
then swapped-in when B needs to use it, as shown in
Figure 8 (e).

• De-swapping Rule. It is the dual of the swapping rule
and removes Store and Load between two operators,
as shown in Figure 8 (f).

With the help of the rules above, we can decompose graph
scheduling into graph transformation and re-ordering, where
transformation phase decides what operators need to be re-
computed / swapped, and re-ordering decides when to re-
compute / swap. Then the trade-offs between memory and
latency can be moved to graph transformation phase, and
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Figure 7. Illustrations of F-Tree Mutation Rules. (a) Enable an F-Tree node. (b) Lift an F-Tree node. (c) Disable an F-Tree node.
(d) Increase the fission number 𝑛 (with dimension length 𝑁 = 12).
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Algorithm 2: M-Optimizer: Incremental Scheduling
input :old, new graph:𝐺𝑜𝑙𝑑 ,𝐺𝑛𝑒𝑤 ;

old mutated sub-graph nodes: 𝑆𝑜𝑙𝑑 ;
schedule of old graph:𝜓𝑜𝑙𝑑

output : schedule of new graph:𝜓𝑛𝑒𝑤

1 function GetRescheduleInterval(𝐺,𝑆,𝜓):
2 function ExtendBound(𝑖, 𝑑):
3 �̂� = ∞; 𝑣 := 𝜓 [𝑖 ]; 𝑙 := 0;
4 while 𝑙 < 20 ∧ (�̂� > 10 ∨ nw(𝑣) < 4) ∧ nw(𝑣) < �̂� do
5 �̂� := nw(𝑣) ; 𝑖 := 𝑖 + 𝑑 ; 𝑣 := 𝜓 [𝑖 ]; 𝑙 := 𝑙 + 1;

6 return 𝑖;

7 𝐼𝑆 := {𝑖 | 𝑖 = 1, ..., |𝜓 | if𝜓 [𝑖 ] ∈ 𝑆 };
8 return ExtendBound(min 𝐼𝑆 , −1), ExtendBound(max 𝐼𝑆 , 1);

9 beg,end := GetRescheduleInterval(𝐺𝑜𝑙𝑑 , 𝑆𝑜𝑙𝑑 ,𝜓𝑜𝑙𝑑);
10 𝑆𝑛𝑒𝑤 := V(𝐺𝑛𝑒𝑤 ) \ (𝜓𝑜𝑙𝑑 [: beg] ∪𝜓𝑜𝑙𝑑 [end :] ) ;
11 Ψ := {DpSchedule(𝑆) | 𝑆 ∈ GraphPartition(𝑆𝑛𝑒𝑤)};
12 return Merge(𝜓𝑜𝑙𝑑 [: beg], MergeSubSched(Ψ),𝜓𝑜𝑙𝑑 [end :]);

graph scheduling phase only needs to consider re-ordering
that generally has no effect on total execution latency. Such
decomposition makes the scheduling after each graph trans-
formation step much simpler.
Heuristic. Considering the Re-materialization Rule and

Swapping Rule can be applied to almost any operator, result-
ing in a large search space that slows down optimization, in
the actual sub-graph pattern-matching process, these two
rules can be selectively applied, filtering out sub-graphs that
do not contain memory hot-spots.

6 M-Optimizer
In this section, we first introduce incremental scheduling, to
efficiently generate the optimal schedule for the transformed
graph using information from the mutated sub-graph and
the previous schedule. We then present the top-level search
algorithm, which prioritizes M-States based on both memory
and latency and transforms current best M-States using M-
Rules to generate new M-States.

6.1 Incremental Scheduling
To obtain memory usage and performance of a graph, we
need to perform graph scheduling. Performing full graph
scheduling after each graph transformation is expensive. To
address this issue, we design an incremental scheduling algo-
rithm that determines the subset of the graph that needs to
be rescheduled based on the previous scheduling and the sub-
graph scope impacted by the previous graph transformation.
This approach allows us to perform scheduling only on the
necessary sub-graphs, reducing the overhead of scheduling.
Algorithm 2 presents the details. It first obtains the se-

quence of operators that need to be rescheduled in the origi-
nal graph by using GetRescheduleInterval (line 9). Next,
the corresponding sub-graph 𝑆𝑛𝑒𝑤 is obtained for this se-
quence in the new graph (line 10), which is then partitioned
into several sub-graphs that can be independently scheduled
using GraphPartition (line 11). The scheduling of each sub-
graph is performed using the dynamic programming-based
algorithm in previous work [3] (line 11), and finally, the re-
sulting schedules are combined to form the schedule for the
new graph, which is integrated with the schedule for the
original graph (line 12).

GetRescheduleInterval is a crucial processes in Algo-
rithm 2, designed to find the interval in the original schedule
that needs to be rescheduled. The interval should not be
too small, otherwise the rescheduled result would be sub-
optimal or even incorrect. Also, the interval should not be
too large, otherwise the rescheduling process will consume
too much time. Trading between the optimization quality
and time cost is important.
We introduce narrow waist (NW) value nw(𝑣) of a node

𝑣 to solve it. For a graph 𝐺 and a node 𝑣 ∈ V(𝐺), nw(𝑣) is
defined as |V(𝐺) | − |𝐺.anc(𝑣) | − |𝐺.des(𝑣) | −1, i.e., |V(𝐺) \
𝐺.anc(𝑣) \ 𝐺.des(𝑣) | − 1. The NW value can be used to
measure the number of nodes that are independent of the
given node. A lower nw(𝑣) implies that more nodes are de-
pendent on 𝑣 and 𝑣 depends on more nodes, which makes
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Algorithm 3:M-Optimizer: Search Algorithm
input : input graph𝐺 ; memory constraint𝑀 ;

F-Tree max-level 𝐿;
output :optimized M-State 𝜇𝑏𝑒𝑠𝑡

1 function BetterThan(𝜇1, 𝜇2, 𝛿 = 1):
2 return (max(𝜇1 .mem, 𝑀 ), 𝜇1 .lat) <

(max(𝛿 × 𝜇2 .mem, 𝑀 ), 𝛿 × 𝜇2 .lat) ;
3 function GraphHash(𝐺):
4 for 𝑣 ∈ topo-order(𝐺 ) do
5 𝑥𝑣 := hash(hash(𝑣) ⊕ (

⊕
𝑢∈𝐺.pre(𝑣) 𝑥𝑢 ) ) ;

6 return hash(∑𝑣∈𝐺 𝑥𝑣 ) ;
7 𝜇𝑏𝑒𝑠𝑡 :=InitState(𝐺); 𝑋 := ∅;
8 𝑄 :=PriorityQueue({𝜇𝑏𝑒𝑠𝑡 }, BetterThan);
9 while𝑄 ≠ ∅ do
10 𝜇 := 𝑄.pop( ) ; 𝑥 :=GraphHash(𝜇.𝐺);
11 if 𝑥 ∈ 𝑋 then continue;
12 𝑋 := 𝑋 ∪ {𝑥 };
13 if 𝜇’s F-Tree needs update then
14 𝜇 :=Analyze(𝜇, 𝐿); # Algorithm 1

15 for 𝜇′ ∈ApplyTransformRules(𝜇) do
16 𝜇′ :=ApplyIncrementalSchedule(𝜇′); # Algorithm 2
17 if BetterThan(𝜇′, 𝜇𝑏𝑒𝑠𝑡) then 𝜇𝑏𝑒𝑠𝑡 := 𝜇′ ;
18 if BetterThan(𝜇′, 𝜇𝑏𝑒𝑠𝑡 , 1.1) then 𝑄.push(𝜇′ ) ;

19 return 𝜇𝑏𝑒𝑠𝑡 ;

𝑣 a suitable dividing point for topological ordering prob-
lem. Specifically, all the nodes that 𝑣 depends on should be
scheduled before 𝑣 , and all the nodes that are dependent
on 𝑣 should be scheduled after 𝑣 , providing a natural par-
tition of the scheduling problem. Also, after we find the
optimal schedules separately for𝐺.anc(𝑣) and𝐺.des(𝑣), the
peak memory consumption is guaranteed to be less than
𝑀𝑜𝑝𝑡 +

∑
𝑣∈V(𝐺 )\𝐺.anc(𝑣)\𝐺.des(𝑣) |𝑣 |, where𝑀𝑜𝑝𝑡 represents

the peak memory achieved under the optimal scheduling
of 𝐺 . If nw(𝑣) = 0, then the scheduling problem for the
graph can be divided into two completely independent sub-
problems at 𝑣 . We design a heuristic algorithm based on the
NW value to select interval whose boundary NW values are
as small as possible (line 2-6), where the constants 20, 10, 4
are empirical hyper-parameters which perform well in prac-
tical. The idea behind GraphPartition is to use nodes with
nw(𝑣) ≤ 1 as dividing points to partition each connected
component of the given graph into multiple sub-graphs.

6.2 Top-level Search Algorithm
MAGIS adopts a greedy search algorithm to optimize graphs.
There are two modes of optimization supported byMAGIS:
optimizing latency given memory limit or optimizing mem-
ory given latency limit. Algorithm 3 shows the search algo-
rithm for the former mode.
The inputs of Algorithm 3 consist of a graph 𝐺 , a given

memory limit𝑀 , and F-Tree max-level 𝐿. We first schedule
and analyze the given graph to obtain an initial M-State (line

Table 2.Workloads for Evaluation

Name Batch Other Configuration
ResNet-50 [19] 64 image-size=224
BERT-base [12] 32 sequence-length=512
ViT-base [15] 64 image-size=224, patch-size=16
U-Net [45] 32 image-size=256
U-Net++ [73] 16 image-size=256
GPT-Neo-1.3B [6] 32 sequence-length=512
BTLM-3B [13] 32 sequence-length=512

9). Then we construct a priority queue for storing M-State
(line 10) where the priority is determined by the BetterThan
function (line 1-4) that compares latency first when both M-
States satisfy the memory limit 𝑀 ; otherwise, it compares
memory (note that we compare (𝑎, 𝑏) < (𝑐, 𝑑) with lexico-
graphical order). We then iteratively pop an M-State 𝜇 (line
12) and apply M-Rules to generate a series of new M-State
(line 17). The Analyze function (line 16) will update the F-
Tree in M-State 𝜇 if its previously mutated sub-graph is not
influenced by F-Trans. We perform incremental scheduling
on the newly generated M-State 𝜇′. Then we will push 𝜇′

to queue if it’s not worse than 𝜇𝑏𝑒𝑠𝑡 in a relaxed condition
(controlled by a small coefficient 𝛿 , empirically set to 1.1). To
prevent redundant search, we borrow the idea of Weisfeiler-
Lehman Test [48] to hash a given graph (line 5-8, line 12-14),
where ⊕ means bytes concatenation operation.

To reduce the overhead of performance measurement, we
implement a simulator with an operator performance cache.
It saves the actual execution latency of operators, and uses a
simulation approach to obtain the overall performance and
memory usage of the whole graph with a schedule. When
considering asynchronous swapping, re-ordering involving
Store/Load operators can also slightly affect latency. To
address this, our re-ordering strategy is to place the Store
as early as possible and place the Load as late as the data
transfer latency can be just hidden.

7 Evaluation
7.1 Experiment Setup
We use rustworkx [52] to implementMAGIS’s graph data
structure. We implement a code generation backend to gen-
erate Python code calling PyTorch APIs based on the graph
and schedule. We use PyTorch’s CUDA Stream API to imple-
ment asynchronous Store and Load. The data is swapped
between GPU memory and CPU memory. Although our cur-
rent implementation targets NVIDIA GPU, our methods can
be easily ported to other platforms.
Our main baselines for comparison are: (1) PyTorch [36]:

unoptimized graphs are directly converted into PyTorch code
after simple topo-order scheduling, acting as the baseline for
memory usage and execution latency. Note that basic mem-
ory saving are applied for this baseline, that is, future-unused
tensors are deleted immediately. (2) POFO [5]: state-of-the-
art work for memory optimization of networks with simple
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structures and linearly connected cells, considering both
re-materialization and swapping. We use the open-sourced
implementation of POFO 4. (3) DTR [27]: state-of-the-art
work using re-materialization technology for memory opti-
mization of arbitrary networks. We use the implementation
of DTR in MegEngine [1] (its eager mode and PyTorch both
call cuBLAS & cuDNN for computation on NVIDIA GPUs
with the same performance). (4) XLA [46]: state-of-the-art
DNN compiler using a greedy re-materialization algorithm
for memory optimization. (5) TVM [9] (Relay [43]): state-
of-the-art DNN compiler, performing basic memory sav-
ing to reclaim future-unused tensors. (6) Torch-Inductor [2]
(TI): state-of-the-art DNN compiler leveraging OpenAI Tri-
ton [50], performing basic memory saving to recycle tensors
that are no longer used in the future.
Table 2 shows the workloads we use for evaluation. We

select the training processes of the following networks as
experiment workloads: (1) Classic CNN classification net-
work: ResNet [19], with linear inter-cell connection and sim-
ple intra-cell structure. (2) Classic transformer networks:
BERT [12] and ViT [15], with linear inter-cell connection
and complicated intra-cell structure. (3) Image segmenta-
tion networks with long skip-connections: U-Net [45] and
U-Net++ [73], with complicated inter-cell connections (U-
Net++ is even more complex than U-Net) and simple intra-
cell structure. (4) Large language models: GPT-Neo-1.3B [6]
and BTLM-3B [13], with much larger weights and deeper
structures comparedwith classic transformer networks. Note
that the workloads diversely span from language models to
vision models, from large models to small models. The data
type is bf16 for GPT-Neo & BTLM, and tf32 for others.

The platform we use for our experiments is an Intel work-
station equipped with 20 Intel(R) Xeon(R) Silver 4210R CPUs,
an NVIDIA GeForce RTX 3090 GPU, CUDA version 11.6,
cuDNN version 8.4.0, PyTorch version 2.1.0, MegEngine ver-
sion 1.12.3, TensorFlow version 2.15.0, and TVM version
0.14.0. The max-level parameter 𝐿 of Algorithm 3 is 4 by
default. For every optimization process, we runMAGIS with
a time budget of 3 minutes. For each baseline, we first use
TASO rules (mainly the A-Trans rules which merge opera-
tions like the QKV-projections in a transformer-block into a
single operation and split the result later) to optimize the net-
work to ensure a fair comparison.Wemeasure the peak mem-
ory usage of the optimization results of MAGIS, PyTorch,
POFO, and TI via torch.cuda.max_memory_allocated; for
DTR, we use megengine.get_max_allocated_memory; for
XLA,we use tf.config.experimental.get_memory_info;
for TVM, we hack the memory allocation information of its
memory planner. Note that, since baseline PyTorch cannot
run the workload settings of GPT-Neo and BTLM in the ex-
periment platform because of out-of-memory, we measure
its latency and peak memory usingMAGIS’s simulator.

4https://gitlab.inria.fr/hiepacs/rotor/-/tree/offload

0

0.2

0.4

0.6

0.8

1

ResNet (b64) BERT (b32) ViT (b64) UNet (b32) UNet++ (b16) GPT-Neo (b32) BTLM (b32)

M
em

o
ry

 R
at

io

0

0.2

0.4

0.6

0.8

1

ResNet (b64) BERT (b32) ViT (b64) UNet (b32) UNet++ (b16) GPT-Neo (b32) BTLM (b32)

M
em

o
ry

 R
at

io

MAGIS POFO DTR XLA TVM TI

OOM

OOM

(a) Latency Overhead < 10% 

(b) Latency Overhead < 5% 
OOM

OOM

Figure 9. Peak memory ratio compared to un-optimized
PyTorch (lower is better). "OOM" means the memory usage
exceeds the memory limit of our experiment platform.
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Figure 10. Latency overhead compared to PyTorch without
optimization (lower is better). "FAILURE" means the memory
ratio cannot be optimized to meet the constraint.

7.2 Experiment Results
7.2.1 Memory Optimization with Latency Constraint.
We first evaluate the memory optimization effects ofMAGIS
and baselines under 10% and 5% latency overhead constraints.
Results are shown in Figure 9. With 10% latency overhead
limit, MAGIS optimizes peak memory to 15%∼60% of Py-
Torch’s, outperforming other baselines (60% at best). TVM
and TI only perform basic memory saving like the PyTorch
baseline, so their optimized memory ratios are near to 100%.
MAGIS’s memory is 15%∼80% of POFO’s, 20%∼85% of DTR’s,
and 15%∼70% of XLA’s. At 5% latency overhead limit,MAGIS
optimizes peak memory to 25%∼70% of PyTorch’s, 25%∼80%
of POFO’s, 35%∼80% of DTR’s, and 25%∼80% of XLA’s.
For ResNet, when the latency overhead limit is 10% (5%),

MAGIS’s peak memory is around 80%∼85% (75%∼80%) of
POFO & DTR & XLA. MAGIS’s results are closed to base-
lines’, mainly because ResNet has a simple structure, and the
benefits brought by our methods are limited.

For BERT and ViT, MAGIS achieves 50%∼70% (65%∼75%)
of the baselines’ memory at 10% (5%) latency overhead con-
straint. The relative results ofMAGIS are better than ResNet
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Figure 11. Latency & memory curves ofMAGIS and baselines.MAGIS can achieve Pareto optimal in almost all cases.
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Figure 12. Comparing MAGIS with POFO. The network
used by POFO has been pre-processed with micro-batching
(with different factors).

due to more intra-cell complexity of transformer networks.
MAGIS performs better on ViT than on BERT due to shorter
sequence length of ViT. Sequence length has a larger im-
pact on latency than on peak memory, making it more chal-
lenging to optimize the memory under a given latency con-
straint with longer sequence. For UNet and UNet++, MAGIS
achieves 15%∼35% (25%∼70%) of baselines’ memory at 10%
(5%) latency overhead constraint. MAGIS performs better
on these two networks compared to other networks due to
more complex inter-cell structures which provide more opti-
mization space for graph transformation. For GPT-Neo and
BTLM,MAGISmaintains ≤40% (≤60%) of PyTorch’s memory
at 10% (5%) latency overhead limit. Only XLA avoids OOM
among baselines for GPT-Neo. All baselines are OOM for
BTLM under both constraints.
7.2.2 Latency Optimization with Memory Constraint.
We then conduct experiments to compare the latency opti-
mization effects ofMAGIS and other works under 80% and
40% peak memory limits of un-optimized PyTorch. Results
are shown in Figure 10. TVM & TI cannot optimize all the
workloads into 80% memory ratio. POFO almost cannot opti-
mize UNet & UNet++. DTR’s processes for UNet++, GPT-Neo,
and BTLM take too long with a 40% memory limit, and XLA
also cannot optimize these workloads under such constraints.
We mark these cases as "FAILURE" in the figure. With an 80%
limit, MAGIS reduces latency overhead to ≤5%, better than
POFO (≤40% for BTLM, ≤20% for others), DTR (≤15%), and
XLA (≤20%). At 40% memory limit, MAGIS maintains ≤15%
overhead, while POFO stays at ≤40%, DTR reaches ≤45%
for ResNet/BERT/ViT and ≤70% for UNet, and XLA caps at

≤70%. Similar to the previous experiments,MAGIS performs
the best on UNet/UNet++, followed by ResNet/BERT/ViT,
achieving a 1.25× speedup over DTR for UNet under the 40%
memory limit. Among the baselines, only POFO can opti-
mize GPT-Neo and BTLM under the 40% memory limit, but
with much higher latency overhead than MAGIS. Note that
although TASO rules bring some peak memory overhead,
the overhead is small (around 5% on average) since these
rules only enlarge local memory footprint. The baselines
that fail to meet the memory constraints in Figure 10 still
fail without applying TASO rules.

7.2.3 Trade-off Curves of Latency & Memory. We plot
the memory & latency trade-off curves in Figure 11. Note
that XLA, TVM, and TI may achieve lower latency than
the PyTorch baseline when there’s no memory constraint,
resulting in points below the horizontal line. When memory
ratio is 1,MAGIS is faster than PyTorch but slower than XLA,
TVM, and TI, due toMAGIS currently not implementing the
sophisticated compilation optimizations like operator fusion
as these compilers do. From the results, it can be observed
that MAGIS’s curve remains mostly below the baselines’
curve. This indicates that we have achieved a better Pareto
boundary in the dual-objective optimization of memory and
latency, whichmeans that, given a latency constraint,MAGIS
achieves lower memory consumption, or given a memory
constraint, it achieves lower latency.
We observe XLA’s curve is nearly linear but experiences

substantial latency overhead under low memory limits, since
when memory limit is tight, re-computing one operator
might depend on another operator re-materialization. The
re-materialization used by DTR is better than XLA’s greedy
algorithm, enabling a near-linear trade-off between memory
and latency even under tight memory limits. POFO’s curve
is also near-linear as it also adopts swapping, which balances
memory and latency in a near-linear ratio.When thememory
constraint it not tight,MAGIS’s curve is near-linear with a
slope lower than baselines since it also employs graph trans-
formations such as F-Trans to balance memory and latency.
However, under strict memory limits, MAGIS’s curve be-
comes increasingly steep because even F-Trans incurs large
overhead to optimize memorywithin tight constraint, caused
by poor locality of on-chip memories due to small operators
split from F-Trans.
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Figure 13. Heuristic breakdown of MAGIS when optimizing BERT workload in 3 minutes with the constraints used in §7.2.1
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Total Trans. Sched. Simul. Hash Filtered Others
Count / 7148 924 924 7148 6224 /

Cost (secs) 60 2.52 3.70 8.71 44.82 / 0.25

Figure 15. Optimization time cost breakdown of MAGIS
when optimizing ViT (batch 64) in 1 minutes. "Filtered"
means the duplicated graphs filtered by hash test.

7.2.4 Comparison to Micro-batching. We examine the
effect of graph transformation on memory optimization by
integrating it into baselines. We select ViT as workload and
POFO as target baseline. We focus on F-Trans due to its
substantial memory impact. We apply micro-batching to ViT,
dividing the whole graph (factors: 32, 16, 8) along batch-
dimension to simulate a simple F-Trans. The split sub-graph
are fed to POFO, and execution latency is multiplied by the
sub-graph count.

Figure 12 reveals that graph transformation optimization
enhances POFO’s performance under stringent memory con-
straints. Under different memory limits, POFO performs best
with different factors. This indicates that there are different
trade-off spaces between graph transformation and schedul-
ing. MAGIS outperforms both optimized and original POFO
due to better coordinating transformation and scheduling.

7.2.5 Heuristic Ablation. The heuristics used in MAGIS
main include: H1) F-Tree construction (Algorithm 1) dis-
cussed in §4.3; H2) heuristic used for schedule-based rules
mentioned in §5.2; H3) hyper-parameter 𝐿 (Algorithm 1

and 3) to control the max-level of F-Tree. We conduct a
breakdown experiment with five settings: 1○ naïve-fission:
disabling H1 by randomly selecting valid sub-graph & di-
mension for F-Trans; 2○ naïve-sch-rules: disabling H2 by
matching schedule-based rules on the whole graph; 3○/ 4○/ 5○
max-level=2/4/8: setting hyper-parameter 𝐿 as 2/4/8 (de-
fault is 𝐿 = 4 for other settings). We evaluate them on BERT
workload under constraints used in §7.2.1 and §7.2.2 with
a time budget of 3 minutes. Figure 13 depicts the curves of
their elapsed optimization time and the historical best results
during searching.

naïve-fission performs the worst due to limited F-Trans
optimization of memory, causing up to 70% and 45% higher
peak memory consumption and 10%-12% higher latency
overhead than the best setting. naïve-sch-rule outperforms
naïve-fission due to enabling H1. But it lags behind others
since it disables H2, slowing down search convergence and
making it challenging to find better results within the time
budget. Settings excluding naïve-fission and naïve-sch-
rule generally yield better outcomes, with max-level=4
exhibiting the best overall performance. max-level=2 re-
stricts the F-Trans search space due to shorter F-Tree, thereby
reducing optimization potential. Conversely,max-level=8
expands the search space, slowing search and making opti-
mization more difficult; in (d), max-level=8 is even inferior
to naïve-sch-rule (with 𝐿 = 4).

7.2.6 Optimization Time. Figure 15 illustrates the time
costs of different processes in a 1-minute ViT (batch 64) train-
ing optimization using MAGIS. Processes include Transfor-
mation ("Trans."), Scheduling ("Sched."), Simulation ("Simul."),
Hash Test ("Hash"). "Filtered" indicates the number of graphs
filtered out after hash test. "Trans." contributes a minor 2.52s
overhead, while "Sched." stands at 3.7s. "Simul.", necessitated
by operator performance data collection, exhibits the highest
average overhead at 8.71s. "Hash" incurs the highest total
overhead (44.82s), mainly due to filtering duplicate graphs,
effectively reducing other processes’ overhead.

7.3 Evaluation of Incremental Scheduling
We evaluate incremental scheduling (IS) against full schedul-
ing (FS) in terms of speed for 10 randomly generated DNNs
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with structures resembling NASNet [75]. Using TASO’s [25]
graph transformation rules, we conduct 100 rounds of trans-
formations (10 rounds per DNN) after an initial scheduling.
Both IS and FS employ theDP algorithm from [3] (DpSchedule
in Algorithm 2). Figure 14 (a) illustrates IS’s speed advantage
over FS, achieving a speedup of 4 ∼ 30× (10× in average)
across 100 tests. Figure 14 (b) presents the optimization qual-
ity of IS, measured as the ratio of peak memory usage opti-
mized by IS to that optimized by FS. In 94 out of 100 tests, IS
attains the same level of optimality as FS.

7.4 Case Study
We use UNet as a case study to demonstrate the optimiza-
tion effect. Figure 16 depicts UNet’s training time & mem-
ory with PyTorch,MAGIS-1 (memory limited at 80% of Py-
Torch’s peak), and MAGIS-2 (limited at 60%). Both PyTorch
andMAGIS-1 display initial memory increase followed by de-
crease due to activation saving during forward phase and acti-
vation releasing during backward phase.MAGIS-1 has lower
peak memory thanks to re-materialization, swapping, and F-
Trans, but incurs higher latency.MAGIS-2 exhibits dual mem-
ory peaks, caused by a F-Trans covering the whole graph.
This reduces peak memory further compared toMAGIS-1,
yet increases latency overhead.

8 Related Work
In this section, we briefly introduce the related work of
MAGIS, mainly including techniques of graph scheduling
(re-materialization, swapping, and re-ordering) as well as
graph transformation. Some other DNN compilers are also
discussed in this section.

Re-materilization evicts some intermediate tensors and
re-computing them later when needed. It was first applied in
deep learning by [10, 17, 18]. Graph-theoretic analysis is used
in [28, 29]. Checkmate [24] uses Integer Programming (IP) for
optimization. DTR [27] uses heuristic strategies to optimize
re-mat. of dynamic graphs. MONeT [47] co-optimize re-mat.
and operator implementations.
Swapping stores some tensors on external storage and

reloads them later when needed. vDNN [42], Capuchin [38],
and SuperNeurons [57] use it for DNN training on GPUs.
SwapAdvisor [22] co-optimizes re-ordering, memory allo-
cation, and swapping. TFLMS [30] represents swapping by
special operators and control-flow edges. POET [37] uses

IP to combine re-mat. and swapping for training on mo-
bile devices. POFO [5] uses Dynamic Programming (DP) to
combine re-mat. and swapping. ZeRO-Offload [41] combines
swapping with distributed training. AutoTM [20] and ZeRO-
Infinity [39] use persistent memory as external storage.
Re-ordering finds proper topo-order of DNNs to opti-

mize memory. Serenity [3] uses DP for optimization. Swa-
pAdvisor [22] considers both re-ordering and swapping. HM-
COS [58] hierarchically searches optimal ordering. Zhong et
al. [72] use IP with variable pruning to speedup optimization.
Graph Transformation originates from compiler’s su-

per optimization [34]. It gradually optimizes the graph with
a sub-graph mutated at each step. MetaFlow [26] uses back-
tracking algorithm, and TenSAT [62] employs equality satu-
ration [60] for searching. TASO [25] generates transforma-
tion rules automatically based on program synthesis. PET [56]
proposed partial equivalent transformation. Unity [54] in-
tegrates distributed parallel optimization into graph trans-
formation. Turner et al. [53] combine graph transformation
with neural architecture search. Compared to previous work,
MAGIS can trade the latency and memory optimization. Re-
garding transformation types,MAGIS investigates the for-
malization and search for fission transformation. We also
propose the re-materialization and swapping rules derived
from graph scheduling, enhancing the coordination between
graph transformation and scheduling.
Other DNN Compilers. Besides the works mentioned

above, many other DNN compilers have been proposed [2,
8, 9, 11, 14, 16, 31, 33, 43, 46, 49, 50, 59, 61, 63–71, 74] in re-
cent years. For example, AutoTVM [11], FlexTensor [70], An-
sor [64], and Roller [74] automatically generate/explore tun-
ing space of a single operator or a small sub-graph; UNIT [59],
AMOS [66], and TensorIR [16] automatically map operators
onto hardware accelerators with specialized tensor instruc-
tions; Rammer [33], HFuse [31], and IOS [14] fuse parallel
operators to increase hardware utilization; DNNFusion [35],
AStitch [71], and Apollo [63] fuse chained operators to re-
duce data movement; BOLT [61], Chimera [69], SET [8],
TileFlow [67], and Welder [49] additionally explore fusion
space for compute-intensive operators.

9 Conclusion
We proposeMAGIS, a DNN optimizer for memory & latency
with a systematic design of fission transformation effective
coordination between graph transformation and scheduling.
Experimental results show that compared to state-of-the-art
methods,MAGIS only uses 15% ∼ 85% memory with same
latency constraint and obtains a better memory & latency
Pareto boundary.
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